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Basics

1. Data Types

2. Avro vs ORC vs Parquet

Availability Zones

Eal <

OLTP vs OLAP

o1

Data Lake vs Data Warehouse
6. Big Data Architecture

7. Partitioning Strategies

%4 Data Types

Data is a collection of facts such as numbers, descriptions, and observations used to
record information. We can classify data as structured, semi-structured, or unstructured.

Structured Semi-Structured Unstructured

Data that adheres to a Data that has some Data that doesn’'t have a
fixed schema, i.e. all of the structure but allows for specific structure such as
data has the same fields or some variation i.e documents, images, audio,
properties. This means the doesn't fit neatly into video data, log data, and
data structure is designed tables such as NoSQL, binary files.

before any information is JSON, XML, YAML etc

loaded into the system. Eg.
Tabular data, CSV,
spreadsheets

%4 Optimized file formats for Storage

While human-readable formats for structured and semi-structured data can be useful,
they're typically not optimized for storage space or processing. Some common optimized
file formats include Avro, ORC, and Parquet:

Avro » Writing new records is easy (efficient)
Row-based
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» Reading parts of the records will involve
reading the entire record thus being more
memory intensive. (not efficient)

Avro format works well with a message bus such as Event Hubs or Kafka that writes
multiple events/messages in succession. Also good for workloads having a lot of ETL
jobs, thus best for landing/raw zone.

ORC (Optimized « Writes are not efficient

Row * Reads are efficient
Columnar _ S
format) * Highly efficient in terms of storage.

It was developed for optimizing read and write operations in Apache Hive.

Parquet » Writes are not efficient

Column based * Reads are efficient

* Highly efficient in terms of storage but not as
good as ORC

Apache Parquet is an open-source file

format that is optimized for read-heavy
analytics pipelines. The columnar storage
structure of Parquet lets you skip over [Peee reaae |
non-relevant data making your queries |vates |
much more efficient. This ability to skip
also results in sending relevant data from
storage to the analytics engine resulting in
lower costs along with better performance.

In addition, since similar data types (for a
column) are stored together, Parquet
lends itself friendly to efficient data
compression and encoding schemes
lowering your data storage costs as well.
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Services such as Azure Synapse Analytics, Azure Databricks, and Azure Data
Factory have native functionality that takes advantage of Parquet file formats.

TIP: If you still need to store the data in any of the semi-structured formats
such as CSV, JSON, XML, and so on, consider compressing them using
Snappy compression.

%4 Availability Zones

Availability zones are o

physically separate data

centers within an Azure region.

Each availability zone is made

up of one or more data centers

equipped with independent

power, COO//”Q, and There's a minimum of three availability zones

networking. AN avai/ability within a singlg region if appl.icak.J!e. However, not
all regions have availability zones.

zone is set up to be an

Isolation boundary. If one zone

goes down, the other continues

working.

AVAILABILITY AVAILABILITY
ZONE1 ZONE3
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Option Redundancy Discussion

Locally redundant Three synchronous copies in same data center Least expensive and least
storage (LRS) availability
Zone-redundant storage  Three synchronous copies in three AZs in the primary

(ZRS) region

Geo-redundant storage LRS + Asynchronous copy to secondary region (three

(GRS) more copies using LRS)

Geo-zone-redundant ZRS + Asynchronous copy to secondary region (three Most expensive and
storage (GZRS) more copies using LRS) highest availability

RA-GRS and RA-GZRS provide data access across both the region pairs at the same time and thus are
more costly whereas, in GRS and GZRS, access to the other region pair only happens when one of the

regions fails

~

OLTP vs OLAP
Transactional Processing (OLTP) Analytical Processing (OLAP)
Analyses individual entries Analyses large batches of data
Access to recent data Access to older data going back years
Updates data frequently Optimized for reading operations
Faster real-time access Long-running jobs
Usually a single data source Multiple data sources

Apache Hive, Teradata, Azure Synapse

MySQL, Azure SQL Database .
Analytics

How is a data lake different from a data warehouse?
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Data Store

10101
01010
00100

DATA LAKE

It can capture and retain unstructured,
semi-structured, and structured data in its
raw format. A Data Lake stores all types of
data, irrespective of the source and
structure.

DATA WAREHOUSE

It can capture and retain only structured
data. A Data Warehouse stores data in
quantitative metrics with their attributes.
Data is transformed and cleansed.

Schema Definition
)
dll
ldd

Typically, the schema is defined after data
is stored. This offers high agility and data
capture quite easily, but it requires work
at the end of the process (schema-on-
read).

Typically, a schema is defined prior to
when data is stored. It requires work at
the start of the process, but it offers
performance, security, and integration
(schema-on-write).

Data Quality

-0—00-
—000-
-00—0-

OOOV

Any data that may or may not be curated
(such a raw data).

Highly curated data that serves as the
central version of the truth.

Users

A Data Lake is ideal for the users who
indulge in deep analysis, like Data
Scientists, Data Engineers, and Data
Analysts.

A Data Warehouse is ideal for operational
users like Business Analysts because of
being well structured and easy to use and
understand.

Price & Performance

Poﬁ$05

The storage cost is relatively low,
compared to a Data Warehouse, and
querying results is better.

The storage cost is high, and querying
results is time consuming.

Accessibility

QC

A Data Lake has few constraints and is
easily accessible. Data can be changed and
updated quickly.

A Data Warehouse is structured by design,
which makes it difficult to access and
manipulate.
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Batch
- Data Storage Aiteecsdlic

Analytics
and
reporting

Data Machine Analytical
Sources learning data store

Real-time Stream
message ingestion processing

Orchestration

Batch processing

Because the data sets are so large, often a big data solution must process data files
using long-running batch jobs to filter, aggregate, and otherwise prepare the data for
analysis. Usually, these jobs involve reading source files, processing them, and writing
the output to new files.

Data Storage Batch
Processing

U-sQL Analytical
Hive data store

Blob Storage
Data Lake Store *
SQL Database * Pig Analyti
Cosmos DB * - ytlcs
Data e Spark SQL Data and
Warehouse reporting
Spark SQL
HBase
Hive

Sources

¢ Data Factory

Orchestration e Oozie (HDInsight)

Stream processing

After capturing real-time messages, the solution must process them by filtering,
aggregating, and otherwise preparing the data for analysis. The processed stream data is
then written to an output sink.
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Lam s  Data Storage

Analytical
data store

Analytics
Data SQL Data and
Sources

Warehouse
. Spark SQL
Ingestion Stream Processing HBase
Hive

reporting

Event Hubs e Stream Analytics
loT Hub e Storm
Kafka e Spark Streaming

1) Lambda Architecture

One of the shortcomings of batch processing systems is the time it takes to process the
data. One drawback of this approach is that it introduces latency, a batch pipeline might
run for several hours - or sometimes even days - to generate the results.

Speed layer

Real-time ST
views Analytics client

Hot path

Batch layer Serving layer
Unified log

Master data Batch views
{event data) e ‘ =

Cold path

The lambda architecture addresses this problem by using a combination of fast and
slow pipelines. All data coming into the system goes through these two paths:

+ A batch layer (cold/slow path) stores all of the incoming data in its raw form and

performs batch processing on the data. The result of this processing is stored as
a batch view.

+ A speed layer (hot/fast path) analyzes data in real time. This layer is designed for
low latency, at the expense of accuracy.
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Both these pipelines feed into a Serving layer that updates the incremental updates from
the fast path based on recent data into the baseline data from the slow path.

2) Kappa Architecture

A drawback to the lambda architecture is its complexity. Processing logic appears in two
different places — the cold and hot paths — using different frameworks. This leads to
duplicate computation logic and the complexity of managing the architecture for both
paths.

In Kappa though, all data flows through a single path, using a stream processing
system.

Real-time o
i Analytics client

Re-compute log events

; from storage if needed
Mirror events to d

long-term storage

Unified log \ .
(event data) aster data

In Kappa architecture, the input component is a message queue such as an Apache
Kafka or Azure Event Hubs queue, and all the processing is usually done through Azure
Stream Analytics or Spark. Kappa architecture can be used for applications such as real-
time ML and applications where the baseline data doesn't change very often.

Partitioning
In many large-scale solutions, data is divided into partitions that can be managed and

accessed separately. Partitioning can improve scalability, reduce contention, and optimize
performance. It can also provide a mechanism for dividing data by usage pattern.

There are three typical strategies for partitioning data:

1) Horizontal partitioning (often called sharding)

In this strategy, each partition is a separate data store, but all partitions have the same
schema. Each partition is known as a shard and holds a specific subset of the data, such
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as all the orders for a specific set of customers.

Key Name Description  Stock Price LastOrdered
ARC1 | Arcowelder 250 Amps 8 11900 | 25-Mow-2013
BREE Bracket 250mm 46 5.66 18-Mowv-2013
BRES Bracket A00mm a2 6.98 1-Jul 2013
HOs8 Hoss 1/a" b 27.50 18-Aug-2013
WGET4 Widget Green 16 13.55 = Feb-2013
WGTe Widget Purple 76 13.98 31-Mar-2013

A-G Ehard

Name Description  Stock Price lastOrdered

Description  Stock

ARCL | Arcwelder 250 Amps 8 119.00 | 25-Now-2013 HOSS Hose 172" 7 27.50 18-Aug-2013
BRES Brackst 250mm 25 5.66 18-Now-2013 WGETS Widzet Green 15 1399 3-Feh-2013
BRKS Bracket AD0mm 2 692 1-Jul-2013 WETE Widzet Purple 7E 1398 31-Mar-2013

2) Vertical partitioning

In this strategy, each partition holds a subset of the fields for items in the data store. The
fields are divided according to their pattern of use. For example, frequently accessed
fields might be placed in one vertical partition and less frequently accessed fields in
another.

Key Name Description  Stock Price LastOrdered
ARCL | Arcwelder 250Amps 2 119.00 | 25 MNow-2013
BREES Bracket 250mm 45 5.66 18- Nov-2013
BREZ Bracket 400mm a2 E.98 1-Jul-2013
HOS8 Hose 172 7 27.50 18-Aug-2013

|Widget 1  Green 16 13299 | =Feb 2013 |
WGETE Widget Furple 76 13859 31-Mar-2013

N\

i
-

Drescription Price Stock LastOrdered

ARC1 | Arcwelder | 250Amps 112.00 ARC1 2 25 Now-2013

BRKB Bracket 250mm 566 BRES 46 18- Mow-2013
BRKS Bracket 400mm 658 | BRES a2 1-Juk2013

HOS3 Haose 1" 27.50 HOS58 27 18-Aug-2013
WETS Widset Green 1399 WET4S 16 FFeb-2013

WGETE Widget Purple 13.98 WETE 76 31-Mar-2013

3) Eunctional partitioning

In this strategy, data is aggregated according to how it is used by each bounded context
in the system. For example, an e-commerce system might store invoice data in one
partition and product inventory data in another.
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Corporate data domaln

Key Name Description Price

ARCL | Arc welder 250 Amps 119,00

BREE Bracket 250mm 5.66

BRES Bracket A00mm 6.98

HOSE Hose 1/27 27.50

WGT4 Widget Green 13.99

WiGTE Widget Purple 13.99
Ky Customer Address Phone ..
1630 name address 12345
1631 name address, 12345
1648 narme address 12345
1842 narme address 12345
2055 name address 12345
2139 name address, 12345

— —

Key Mame Description Price Key Customer Address

ARCL | Arcwelder 250 Amps 119.00 [ .. 1630 name address 12345
BRKES Bracket 250mim 5.66 1631 narne address 12345
BRKS Bracket 400mm 6.98 1648 narme address 12345
HOS2 Hose 12" 2750 1842 narme address 12345
WGET4 Widget Green 13,99 2055 name address 12345
WGETE [ Widget Purple 1399 [ .. 2133 name address 12345

Azure Storage

The following four data services together are called Azure Storage

®@ & © 6 P =

| Azure Blobs Azure Files Azure Queues  Azure Tables | Azure SQL  Azure Cosmos DB ...

B

Azure Storage

A storage account is a container that groups a
set of Azure Storage services together. Only
data services from Azure Storage can be
included in a storage account (Azure Blobs,
Azure Files, Azure Queues, and Azure Tables).
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Other Azure data services, such as Azure
SQL and Azure Cosmos DB, are managed as
independent Azure resources and cannot be

[*] Resource group [’j Resource group

Storage account Storage account

included in a storage account. @ & . e 6
Zj % { \ Storage account
Cosmos DB A%le Web App g@ ;@ ;@@
o o
1) Azure Blob:
Blob (binary large object) Storage is = Aaure Storsge Account
- - - |- [ \‘E'— Blob Container
an object storage solution. It is the T o

[ folder1/blob2

cheapest option to store unstructured
data (no restriction on the type of
data) that won’t be queried.

Every blob lives inside a blob container. You can store an unlimited number of blobs in a
container and an unlimited number of containers in a storage account. Containers are
"flat"; they can only store blobs, not other containers. Blob Storage does not provide
any mechanism for searching or sorting blobs by metadata.

Qb Technically, containers are "flat" and don't support any kind of nesting or
hierarchy. But if you give your blobs hierarchical names that look like file paths
(such as finance/budgets/2017/q1.xIs), the API's listing operation can filter
results to specific prefixes. This enables you to navigate the list as if it was a
hierarchical system of files and folders. This feature is often called virtual
directories.

Azure Blob Storage supports three different types of blob:

Block blobs: Page blobs: Append blobs:
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Set of blocks of different A page blob is Specialized block blobs

sizes that can be uploaded optimized to support that support only
independently and in random read and write appending new data (no
parallel. operations. updating or deleting

existing data), but they're
very efficient at it.

v - Hadoop HDFS vs DatalLake (optional)

Hadoop consists of three core components —
+ Hadoop Distributed File System (HDFS) - It is the storage layer of Hadoop.
¢ Map-Reduce - It is the data processing layer of Hadoop.
¢ YARN - It is the resource management layer of Hadoop.

Other than the core components of Hadoop, we have a bunch of ecosystem
technologies. Some of the important ones are Apache Spark, SQL Hive, Hbase,
Sqoop, Pig, and Oozie. All these together are called the Hadoop Ecosystem

A data lake is an architecture within which Hadoop HDFS is just the storage
component of that architecture. In a sense, both of these are complementary to each
other. However, it is not necessary for a data lake to always use HDFS. Based on the
requirements of the task, we can swap it with other technologies such as Apache
Kafka for managing real-time data, NoSQL for transaction-oriented data, Hadoop for
economical storage, or more recent Apache KUDU for large-scale analytics
workloads.

Hadoop already has inbuilt advantages such as a
fault-tolerant file system, the ability to run on
commodity hardware, etc. Microsoft utilized these
advantages by creating Data Lake Gen 1 which is
basically Hadoop in the cloud.

Data Lake Gen 1

Query Layer

Storage Layer

@ Hadoop HDFS o . .
: However, with time, requirements evolved in terms
of processing as well as storage capabilities

Here enters Microsoft Blob Storage which could store massive amounts of
unstructured data. Blob storage is a general-purpose object storage that provides
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cheap storage. So Microsoft combined all the good features of Blob storage and
DataLake Genl to create Azure Data Lake Gen2

Data Lake Gen 1

Query Layer S
10 + oS e .

Storage Layer -

@ Hadoop HDFS Azure Data Lake Storage Gen2
Blob Storage
Differences:

Hadoop 2.0 ADLS Gen2
Clusters are tightly coupled with HDFS Storage is separate from clusters

We can stop the cluster without losing any

On stopping the cluster, all data is lost
data

Costly: Clusters have to keep on running
even if there is no processing and pay for
both storage and cluster

Cost efficient: Only pay for storage when
processing is not required

1.a) Data Lake Storage Gen2 (optimized for big data
analytics)

— Enhanced Blob Storage for " Azure Storage Account
I enterprise big data analytics l?ﬂbb Gontainar
- - — Directory
(hierarchical namespace). It { Dot ‘

Hierarchical Namespace

provides low-cost, tiered
storage, with high availability/
disaster recovery.

* ABFS (Azure blob file system) is a dedicated driver for Hadoop running on Azure blob
storage. Think of the data as if it's stored in a Hadoop Distributed File System (HDFS)
which means that Azure Data Lake Storage organizes the stored data into a hierarchy of
directories and subdirectories, much like a file system, for easier navigation. As a result,

data processing requires fewer computational resources, reducing both the time and cost.

DP-203 Notes by Neil Bagchi
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» Azure Data Lake Storage Gen2 implements an access control model that supports both
Azure role-based access control (Azure RBAC) and POSIX-like access control lists
(ACLs). You can set permissions at a directory level or file level for the data stored within
the data lake. (more on this later)

Below is a common example we see for data that is structured by date:
@mm /DataSet/YYYY/MM/DD/datafile_YYYY_MM_DD

@mm fRegion}/{SubjectMatter(s)}/{yyyy}/{mm}/{dd}/{hh}/

TIP: Avoid putting date folders at the beginning as it makes applying ACLs to
every subfolder more tedious.

2) Azure Files:

Azure Files offers fully managed file = e Storage Accourt
shares in the cloud that can be jr_Az Fils sharo
accessed and managed like a file TD
server using the industry standard "
Server Message Block (SMB) and
Network File System (NFS)
protocols.

File shares can be used for many common scenarios:

o Shared data between on-premises applications and Azure VMs to allow migration of
apps to the cloud over a period of time.

» Storing shared configuration files for VMs, tools, or utilities so that everyone is using
the same version. Log files such as diagnostics, metrics, and crash dumps.

3) Azure Queue:

A messaging store used to store a .
myaccount -E images-to-download
large number of messages that can

Bl images-to-resize

DP-203 Notes by Neil Bagchi
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be accessed asynchronously
between the source and the
destination.

There are two types of queues: Storage queues and Service Bus.

e Storage queues can be used for simple asynchronous message processing. They
can store up to 500 TB of data (per storage account) and each message can be up to
64 KB in size.

e Service Bus provides advanced features plus the message sizes can be up to 1 MB
but the overall size is capped at 80 GB.

4) Azure Table:

A NoSQL store that hosts —geT——
O unstructured data independent of [}

any schema. It makes use of tables e e T

containing key-value data items. L

It makes use of tables containing key-value data items but is not similar to a relational
database. Thus there is no concept of relationships, stored procedures, secondary
indexes, or foreign keys. Data is denormalized, with each row holding the entire data for
a logical entity. To help ensure fast access, Azure Table Storage splits a table into
partitions

%4 Data archiving solution

Hot access tier: Cool access tier: Archive access tier (available
only at individual blob level):

Higher storage Lower storage costs,

costs, but lower but higher access and Lowest storage costs, but
access and transaction costs. highest access, and transaction
transaction costs. Optimized for data that is costs.

Optimized for infrequently accessed Appropriate for data that is rarely
storing data that is and stored for at least accessed and stored for at least

DP-203 Notes by Neil Bagchi
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accessed frequently 30 days (for example, 180 days, with flexible latency

(for example, invoices for your requirements (for example, long-
images for your customers). term backups)
website).

9& To read data in archive storage, you must first change the tier of the blob to hot
or cool. This process is known as rehydration and can take hours to complete.

%4 Data life cycle management

We can define policies such as how long a particular data needs to be in the Hot Access,
when to move the data between the different access tiers, when to delete blobs, and so
on. Azure runs data life cycle policies only once a day, so it could take up to 24
hours for your policies to kick in.

%4 Optimizing data lake for scale and performance

o Optimize for high throughput — target getting at least a few MBs (higher the better)
per transaction.

o Optimize data access patterns — reduce unnecessary scanning of files, read only
the data you need to read

1) File sizes and number of files

Analytics engines (ingest or data processing pipelines) incur overhead for every file they
read (related to the listing, checking access, and other metadata operations) and too
many small files can negatively affect the performance of your overall job. Further, when
you have files that are too small (in the KBs range), the amount of throughput you achieve
with the 1/O operations is also low, requiring more 1/Os to get the data you want. In
general, it's a best practice to organize your data into larger-sized files (target at least
100 MB or more) for better performance.

In a lot of cases, if your raw data (from various sources) itself is not large, you have the
following options to ensure the data set your analytics engines operate on is still
optimized with large file sizes.

DP-203 Notes by Neil Bagchi
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e Add a data processing layer in your analytics pipeline to coalesce data from multiple
small files into a large file. You can also use this opportunity to store data in a read-
optimized format such as Parquet for downstream processing.

¢ In the case of processing real-time data, you can use a real-time streaming engine
(such as Azure Stream Analytics or Spark Streaming) in conjunction with a message
broker (such as Event Hub or Apache Kafka) to store your data as larger files.

2) Partitioning Strategy

An effective partitioning scheme for your data can improve the performance of your
analytics pipeline and also reduce the overall transaction costs incurred with your query.
In simplistic terms, partitioning is a way of organizing your data by grouping datasets with
similar attributes together in a storage entity, such as a folder. When your data processing
pipeline is querying for data with that similar attribute (E.g. all the data in the past 12
hours), the partitioning scheme (in this case, done by DateTime) lets you skip over the
irrelevant data and only seek the data that you want.

For Blob Storage

If you remember, we discussed how every blob lives inside a blob container that we
create. However, these containers are logical entities, so there is no guarantee that
the data blobs we create will land in the same partition.

However, Azure implements range partitioning using lexical sequence i.e.
filenames Filel, File2, .. may end up in the same patrtition when compared to OldFilel,
OldFile2, .. which may end up in a different partition.

Azure Storage uses <account name + container name + blob name> as the
partition key.

For ADLS Gen2

Since ADLS is hierarchical in nature, implementing a folder structure will take care of

the partitioning strategy. Try to follow something like
{Region}/{SubjectMatter(s)}/{yyyy}/{mm}/{dd}/{hh}/

v 74 How to organize data? (Best Practice - more
reading)

As an example, think of the raw data as

DP-203 Notes by Neil Bagchi
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a lake/pond with water in its natural E——

state, the data is ingested and stored as Workspace Data (Bring your own)
is without transformations, and the
enriched data is water in a reservoir that
is cleaned and stored in a predictable

state (schematized in the case of our

data), the curated data is like bottled :
] _ Enriched Data
water that is ready for consumption. - - -
. . Domain1 Domain2 Domain3 Domain4
Workspace data is like a laboratory
where scientists can bring their own for
testing. It's worth noting that while all :
these data layers are presentin asingle =TT L -
. / P ° = =
logical data lake, they could be spread Business/austom apps °
(structured)
across different physical storage

accounts. In these cases, having a
metastore is helpful for discovery.

Curated Data

Logs (unstructured) Media {(unstructured) Files (unstructured)

Raw data: This is data as it comes from the source systems. This data is stored as is
in the data lake and is consumed by an analytics engine such as Spark to perform
cleansing and enrichment operations to generate the curated data. The data in the
raw zone is sometimes also stored as an aggregated data set, e.g. in the case of
streaming scenarios, data is ingested via a message bus such as Event Hub, and then
aggregated via a real-time processing engine such as Azure Stream Analytics or
Spark Streaming before storing in the data lake.

Enriched data: This layer of data is the version where raw data (as is or aggregated)
has a defined schema and also, and the data is cleansed, and enriched (with other
sources), and is available to analytics engines to extract high-value data.

Curated data: This layer of data contains the high-value information that is served to
the consumers of the data — the Bl analysts and the data scientists. This data has
structure and can be served to the consumers either as is (E.g. data science
notebooks) or through a data warehouse. Data assets in this layer are usually highly
governed and well documented.

Workspace data: In addition to the data that is ingested by the data engineering team
from the source, the consumers of the data can also choose to bring other data sets
that could be valuable. In this case, the data platform can allocate a workspace for
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these consumers so they can use the curated data along with the other data sets they
bring to generate valuable insights.

Archive data: This is an organization’s data ‘vault’ - that has data stored to primarily
comply with retention policies and has very restrictive usage, such as supporting
audits. You can use the Cool and Archive tiers in ADLS Gen2 to store this data.

%4 Latency metrics

Request rate is measured in Input/output operations per second (IOPS). The request
rate is calculated by dividing the time it takes to complete one request by the number of
requests per second. E.g. Let us assume that a request from a single thread application
with one outstanding read/write operation takes 10 ms to complete.

Request Rate = 1sec/10ms = 1000ms/10ms = 100 IOPS
This means the outstanding read/write would achieve a request rate of 100 IOPS.

Azure Storage provides two latency metrics for block blobs. These metrics can be viewed
in the Azure portal:

» End-to-end (E2E) latency measures the interval from when Azure Storage receives
the first packet of the request from a client until Azure Storage receives a client
acknowledgment on the last packet of the response.

» Server latency measures the interval from when Azure Storage receives the last
packet of the request from a client until the first packet of the response is returned
from Azure Storage.
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%4 Storage Account Security Features

Azure Storage provides a layered security model. We can use this model to secure our
storage accounts to a specific set of supported networks. Network rules allow only
applications that request data over the specified networks to access our storage account.

Authorization is supported by a public preview of Azure Active Directory credentials (for
blobs and queues), a valid account access key, or a shared access signature (SAS)
token. Data encryption is enabled by default, and you can proactively monitor systems by
using Advanced Threat Protection.
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Data Lake Storage Gen2

SECURTITY OVERVIEW

NETWORK ACCESS
DATA PROTECTION I ENCRYPTION AT TRANSIT

ACCESS CONTROL

1) Access keys

Each storage account has two

unique access keys that are used to
secure the storage account. If your app
needs to connect to multiple storage
accounts, your app will require an access
key for each storage account.

wolt7ositerecovasrcache | Access keys

Connection string

* TIP: Periodically rotate access keys to ensure they remain private, just like
changing your passwords. We can also use an Azure Key Vault to store the
access key which includes the support to synchronize directly to the Storage
Account and automatically rotate the keys periodically.

2) Shared Access Signatures (SAS)

For external third-party applications, use a shared access signature (SAS). A SAS is a
string that contains a security token that can be attached to a URL. You can use SAS
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to delegate access to storage objects and specify constraints, such as the permissions
and the time range of access.

Azure doesn't track SAS after creation.
Additionally, SAS tokens are tied to the
access keys indirectly so to invalidate a
SAS token, we need to regenerate/refresh
the access keys. This can be painful to
keep track of and continuously regenerate
the keys. So an alternative is to use the
Stored Access Policy.

Shared access signature

Generate SAS and connection string

Qp A stored access policy groups together shared access signatures and
provides additional restrictions for signatures that are bound by the policy. We
can use a stored access policy to change the start time, expiry time, or
permissions for a signature. We can also use a stored access policy to revoke
a signature after it has been issued.

3) Role-based access control (RBAC)

Azure role-based access control (Azure RBAC) helps manage who has access to Azure
resources, what they can do with those resources, and what data they have access to.
For ex:

1) Security Pricipal: A security principal is an object
that represents a user, group, service principal, or
managed identity that is requesting access to Azure
resources. You can assign a role to any of these
security principals.
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2) Role Definition: A role definition is a collection of a& m
permissions. It's typically just called a role. A role ey
definition lists the actions that can be performed, F.
such as read, write, and delete. Azure has a huge list
of predefined roles, such as Owner, Contributor, and
Reader, etc with the right list of permissions, already
assigned.

Role definition

3) Scope: Scope is the set of resources that the

access applies to. @ & &

| Access Control (IAM)

View deny assignments

4) Access Control Lists (ACL)

In the POSIX-style model, permissions for an item are stored on the item itself. In other
words, permissions for an item cannot be inherited from the parent items if the
permissions are set after the child item has already been created. Permissions are only
inherited if default permissions have been set on the parent items before the child items
have been created.
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Security principal

A &

User Group

Service f'w’.an.‘_i-g_]ed
principa identity

We can associate a security principal with an
< Breane access level for files and directories. Each
association is captured as an entry in an access
= control list (ACL). Each file and directory in your
storage account has an access control list. When a
| security principal attempts an operation on a file or
directory, an ACL check determines whether that
security principal has the correct permission level to
perform the operation.

* The default ACL determines permissions for new children of thi
the default ACL does not affect children that already exist. Learn

OK Cancel

Q;‘ ACL can never supersede an RBAC role. It can only augment the role with
additional permissions. For ex: A user who has been provided RBAC on blob
storage whereas in the ACL list, has been denied all the read, write and
execute permissions will still have this permission through the RBAC role.

‘f RBAC provides course grain permissions to the data lake or to folders inside it.
These are used to allow or deny permissions to the folder structure but
typically do not dictate the ability of the user to perform actions against the
data.

ACLs are used to define the fine grain permissions to the data, this is where
the ability of the user to read, write, modify or delete the data is set.

5) Firewalls and Virtual Networks

Azure Storage provides a layered security model. Storage accounts having a public
endpoint is accessible through the internet. We can also create Private Endpoints for your
storage account, which assigns a private IP address from our VNet to the storage
account, and secures all traffic between our VNet and the storage account over a private
link.
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Firewalls and virtual TQIW'J”(S Private endpoint connections
U

N

B e B |

$ Re-specl
O m etwork routing
D Internet routing

Authorization is supported with Azure Active Directory (Azure AD) credentials for blobs
and queues, with a valid account access key, or with a SAS token. When a blob container
is configured for anonymous public access, requests to read data in that container do not
need to be authorized, but the firewall rules remain in effect and will block anonymous
traffic.

6) Encryption at Transit

Encryption at Transit refers to encrypting the data that is being
moved from one place to another. Examples of data movement
could be data being read by an application, data getting
replicated to a different zone, or data being downloaded from
the cloud.
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& I Configuation. ¢ Encryption at transit is achieved by
o g enabling Transport Layer Security
(TLS). For HTTP-based services, it means
using HTTPS protocol to make sure that
data is not readable when it is on the
move. Most of the Azure services provide
configuration settings to enable TLS. This
Secure Transfer required = Encryption at transit option is also enabled by default and
users can disable it if for any reason they
don’t need it.

7) Encryption at Rest

Encryption at rest is the process of encrypting data before
writing it to disks and decrypting the data when requested by
applications.

Encryption at rest is enabled by default and can’t be disabled. All data written to Azure
Storage is automatically encrypted by Storage Service Encryption (SSE) with a 256-bit
Advanced Encryption Standard (AES) cipher.

SSE automatically encrypts data when writing it to Azure Storage. When you read data
from Azure Storage, Azure Storage decrypts the data before returning it. This process
incurs no additional charges and doesn't degrade performance. It can't be disabled.

V4 Azure Data Factory

A good youtube video for an introduction to ADF

ADF provides a cloud-based ETL solution that orchestrates data
movement by scheduling data pipelines and transforming data
at scale between various data stores and compute resources.
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Data sources

sQL

On-premises network

10
01

External Data

Ingestion

Orchestration

10
01

Storage
blob

q o

f_‘\
DATA SOURCES -----

Eﬁ
h @

L
(3]

-w

Collect Phase

Define and connect
all the required
sources of data
together, such as
databases, file
shares, and FTP
web services
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Transform &
Analyse

Compute
services such as
Databricks can
be used to
prepare
transformed data
to feed prod
environments
with cleansed
and transformed
data

Visualization

i)

Power BI

Analysis

?‘j

Analysis Service

Data storage

Azure Synapse

Authentication

Azure Active
Directory

...... = DATA cowsum PTION

on
=
@

Publish Phase Monitor Phase

Finally, load the built-in support for

data onto a pipeline monitoring
destination- via Azure Monitor,
Azure Data API, PowerShell,
Warehouse, Azure Monitor logs,
Azure SQL and health panels

Database, Azure on the Azure portal
Cosmos DB, or
any other service

for consumption
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ADF Top Level Concepts

Azure Data Factory is composed of key components.

- Pipeline - Activities - Datasets - Linked Service -
Data Flows
- Integration Runtimes - Triggers - Parameters

COLLECTION OF ACTIVITIES
ON A DATA SET

ACTIVITY

LINKED SERVICE PIPELINE

Y -+ ACTIVITY

— e mm——
" emn

Azure Data Factory can have one or more pipelines. A pipeline is a logical grouping of
activities that together perform a task. For example, a pipeline could contain a set of
activities that ingest and clean log data, and then kick off a mapping data flow to analyze
the log data. The pipeline allows you to manage the activities as a set instead of each one
individually. You deploy and schedule the pipeline instead of the activities independently.

Now, a dataset is a named view of data that simply points or references the data you
want to use in your activities as inputs and outputs. Before you create a dataset, you
must create a linked service to link your data store to the Data Factory. Linked services
are like connection strings, which define the connection information needed for the
service to connect to external resources.

Think of it this way; the dataset represents the structure of the data within the linked data
stores, and the linked service defines the connection to the data source. For example, to
copy data from Blob storage to a SQL Database, you create two linked services: Azure
Storage and Azure SQL Database. Then, create two datasets: an Azure Blob dataset
(which refers to the Azure Storage linked service) and an Azure SQL Table dataset (which
refers to the Azure SQL Database linked service).

In Data Flow, datasets are used in source and sink transformations. The datasets define
the basic data schemas. If your data has no schema, you can use schema drift for your
source and sink (more on schema drift later). Pipeline runs are typically instantiated by
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passing arguments to parameters that you define in the pipeline. You can execute a
pipeline either manually or by using a trigger. We have the following triggers in ADF:
scheduled, tumbling window, and event-based (more on this later).

Finally, The Integration Runtime (IR) provides the compute infrastructure for completing
a pipeline. We have the same three types of IR: Azure, Self-hosted, and Azure-SSIS
(more on this later).

Azure Data Factory
/ Pipeline @ \

Blob Storage :SQL Server
N [S— Capy Data [— ;
[CSV R Yo conome
' CSV Dataset Copy Activity Table Dataset -
CSV File —— Copy Data e —
h , ]
- % 8 comyom —> Linked Service |

Linked Service ;
CSV Datasel Copy Activity Table Dataset i Table

CSV File

Linked Service

The Linked Service represents the connection information that enables the ingestion of
data from external resources such as a data store (Azure SQL Server) or compute
service (Spark Cluster).

Dataset

Datasets represent data structures within your data stores. These point to (or reference)
the data that we want to use in our activities and are referenced by the Linked service.
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Set properties

= Name
P Filtes
‘ DelimitedTextDataset |
® Pipel
b Dat: Linked service *
B b ot fows [[setct.. -]
b Power Query
| Filter... |
Select...
Select an item + New
lin
Back Cancel

A pipeline represents a logical grouping of activities where the activities together perform
a certain task. The advantage of using a pipeline is that you can more easily manage the
activities as a set.

Q‘, Annotations:
When monitoring data pipelines, you may want to be able to filter and monitor a
certain group of activities, such as those of a project or specific department's
pipelines. You can achieve these using annotations.

Annotations are tags that you can add (only static values) to pipelines,
datasets, linked services, and triggers to easily identify them. For more, click
here.

"4 Activity (Inside a pipeline)

Activities are actions that are performed on the data. An activity can take zero or more
input datasets and produce one or more output datasets. Activities contain the actual
transformation logic.

An activity that depends on one or more previous activities, can have different
dependency conditions. The four dependency conditions are: Succeeded, Failed,
Skipped, and Completed.
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By DataFactory

PAACEREIR (1) publish all @

v Validste [> Debug 4% Add trigger

ﬁ Factory Resources v o« @D pipelinel .
' ‘ %7 Filter resources by name | + Activities ¥ <
g

4 Pipeline 3 £ Search activities
@ ® (I pipelinel > Move & transform
(D sendemail > Azure Data Explorer

b Dataset 0 > Azure Function

b Data flows 0 > Batch Service 1

¥ Power Query

2. The pipeline editor canvas, where activities will appear when added to the pipeline.

0 > Databricks

> Data Lake Analytics

> General

> HDInsight

> Iteration & conditionals
> Machine Learning

> Power Query

Parameters  Variables  Settings  Output

Concurrency O

| 3

Elapsed time metric & \:‘ Emit a metric after

specified duration

0.00:10:00

~

re
4 E -

Properties
General  Related
Name *
| pipelinel |
Description

P
Annotations
-+ New

1. All activities that can be used within the pipeline.

3. The pipeline configurations pane, including parameters, variables, general settings, and output.
4. The pipeline properties pane, where the pipeline name, optional description, and annotations can be
configured. This pane will also show any related items to the pipeline within the data factory.

Because there are many activities that are possible in a pipeline in Azure Data Factory,
activities can be grouped into three categories:

1) Data movement activities:

The Copy Activity in the Data Factory copies data from a source data store to a sink data
store. Supported stores include all Azure offerings, selected SAP offerings, and much
more. For a detailed list, click here.
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USE THE DATA Microsoft Azure | YourDataFactory £ Search I +/ Validateall () Refresh [i] Discardall () Dataflowdebug ~® ARM template
.

FACTORY COPY » B4 Datafactory v % Validateall a @ pipelinel ® O pipeline?
ACTIVITY ﬁ Factory Resources v« Activities « 58 saveastemplate / Validate [> Debug %5 Add tri¢
@] Awer [ | | B | 5
> Ppipeline [@ pipeiine » J[e pipeine — 4 Move & transform e
© b Dataset EE Dataset B Template gallery | ¥g Copy data | ®g Copy datal

= & a flow « rt from pipeline templaf o §
b Data flows # Detaflo mport from pipeline template G Data flow oD

&
B Power Query !
b Power Query & er Query .. A b Azure Data Explorer Geral  Source’ Sink' Mapping  Settings  User properties
B Copy Data to0 Create Pipeline —
U Copy Data too b AzureFunction  Source dataset Select ~ -— New

Select i

b Batch Service ‘ Select the SOURCE datastore and file format ‘

— Set properties x New Linked Service (Amazon 53) X

After clicking CREATE, we specify the

Specify your S3 access key and secret
dataset settings pecifyy Y

Follow Steps 2 to 5 for SINK as well
key (ADF will encrypt these credentials)

Now, we can check the progress and ‘
monitor the pipeline details g e R E

2) Data transformation activities:

Data transformation activities can be performed natively within the authoring tool of Azure
Data Factory using the Mapping Data Flow. Alternatively, you can call a compute
resource to change or enhance data through transformation, or perform analysis of the
data. These include compute technologies such as Azure Databricks, Azure Batch, SQL
Database and Azure Synapse Analytics. For details, click.

3) Control flow activities:

Control flow is a group of pipeline activities that includes chaining
activities in a sequence, branching, defining parameters at the
pipeline level, and passing arguments while invoking the pipeline on
demand or from a trigger.

These are activities that can affect the path of execution.

* Append Variable: Used to add a value to an existing
array variable.

o Set Variable: Used to set the value of an existing
variable of type String, Bool, or Array.
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+ Execute Pipeline: Allows a pipeline to invoke another Activities v o«
pipeline.

 If Condition: Allows directing pipeline execution, based © et Metadata
on evaluation of certain expressions.

Lookup

+ Get Metadata: Used to retrieve metadata of any data in

Stored procedure

AD F {X') Set variable

* ForEach: Defines a repeating control flow in your 46 Validation
pipeline. ADF can start multiple activities in parallel @® v
using this approach. ®7 \bHook

e Lookup: Retrieve a dataset from any of the ADF- X wait
supported data sources. Can be used for delta loads. 4 lteration & conditionals

+ Filter: Used to apply a filter expression to an input array. ¥ it

.
= | ForEach

« Until: Executes a set of activities in a loop until the
condition associated with the activity evaluates to true.

e — N
o If Condition
-
= Switch

+ Wait: Wait activity allows pausing pipeline execution for
the specified time period.

Unt

For reading more about these individual activities, click here.

{4 Data Flows

Data Flows are used to build code-free transformation data flows/
transformation logic that is executed on automatically provisioned
Apache Spark clusters. ADF internally handles all the code
translation, spark optimization, and execution of the transformation.

Control Flow Activity Data Flow Transformation

Affects the execution sequence or path of the .
Transforms the ingested data

pipeline

Can be recursive Non-recursive

No source/sink Source and sink are required
Implemented at the pipeline level Implemented at the activity level
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1) Transforming data using the Mapping Data Flow
(present in both ADF and Synapse Analytics)

»

[ DataFactory ~ " Validate All > Refresh Discard Al o Data Flow Debug W ARM Template v >

ﬂ »  gh df_IMDb_TVSe.. X

' Saved + Validate Code

e Titles TitlesFitterTV TVioinRatings TWloinEpisades TWSelect TVCastDataTyps +

] T . g
+ +
&
Ratings RatingsFilterPopular

Data flow has a unique authoring canvas designed to make building transformation logic

easy. The data flow canvas is separated into three parts: the top bar, the graph, and the
configuration panel.

2
.

Factory Resources ¥ « &0 dataflowl
2 Filter resources by name | -+ ~ Validate o Data flow debug @ [+ Debug Settings top bar
I Pipelines 3 . sourcel
b Datasets 5 . =

1 Add source dataset
4 Data flows 1

L éﬁ dataflow

I Power Query (Preview) 0 graph

Parameters  Settings

+ Mew

configuration panel

== Debug mode: Here you can actually
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see the results of each transformation. In
the debug mode session, the data flow
runs interactively on a Spark cluster. In
the debug mode you will be charged on an
hourly basis when the cluster is active. It
typically takes 5-7 minutes for the cluster
to spin up. With this mode, you are able to
build your data flow step by step and view
the data as it runs through each
transformation phase.

- Graph

Turn on data flow debug

Integration runtime (O

| dataflowcluster R |

Time to live @O

| 4 hours A |

| Cancel |

If AutoResolvelntegrationRuntime is chosen, a
cluster with eight cores of general compute with a
default 60-minute time to live will be spun up.

The graph displays the transformation stream. It

shows the lineage of source data as it flows into

one or more sinks. To add a new source,
select Add source. To add a new

transformation, select the plus sign on the lower

right of an existing transformation.

- Configuration panel

MoviesDB \ CleanData

6 total L
it

Multiple inputs/outputs

a

%2 New branch

/= Join

=% Conditional Split
4e Exists

=3 Union

Source Settings ¢
_oouree settings Bl Lookup

Output stream name * Mo Schema modifier
s Derived Column
Source dataset * B
#= Select
v A

Options .
Ia Aggregate

The configuration panel shows the settings specific to the currently selected
transformation. If no transformation is selected, it shows the data flow. In the overall data
flow configuration, you can add parameters via the Parameters tab. Each transformation
contains at least four configuration tabs. Read more here

1) Transformation settings
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The first tab in each transformation's configuration pane contains the settings specific

to that transformation.

Source settings  Source options  Projection

Output stream name * Source
Source type * Dataset
Dataset * ® ADLSGen2Input

Options v/ Allow schema drift

Validate schema

Skip line count

Sampling * ) Enable (@) Disable

Infer drifted column types

Optimize

Inspect  Data preview

Learn more [}

¢ Open

+ New

2) Optimize

The Optimize tab contains settings to configure partitioning schemes.

Aggregate settings ~ Optimize  Inspect

Partition option *

Partition type *

Data preview

[ TR

Round Robin

Number of partitions *

Hash

O Use current partitioning O Single partition @ Set Partitioning

M=
1 A

} 2 -(Conditions\

{;2
z }3

Dynamic Range

;

Fixed Range

20

3) Inspect

The Inspect tab provides a view into the metadata of the data stream that you're
transforming. You can see column counts, the columns changed, the columns added,
data types, the column order, and column references. Inspect is a read-only view of
your metadata. You don't need to have debug mode enabled to see metadata in

the Inspect pane.
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etting Dptimize Inspect

Output schema
Number of columns New® 1

Order % Column %

1 movie

2 title

3 genres

4 year

5 Rating

6 Rotton Tomato

7 Rotten Tomato

Updated™ 2

Type &

abc

ab

abc

121

abc

ab

121

string
string
string
long

string
string

long

Unchanged 4

Updated #

Basedon ¢

title

year

Rotton Tomato

[ Description

Total 7

As you change the shape of your data through transformations, you'll see the
metadata changes flow in the Inspect pane. If there isn't a defined schema in your
source transformation, then metadata won't be visible in the Inspect pane. Lack of
metadata is common in schema drift scenarios.

4) Data preview

If debug mode is on, the Data Preview tab gives you an interactive snapshot of the

data at each transform.

ga MoviesCSVPla... * X
& save  Validate > Debug Settings
Movies sink1
e 3
3 total A
Number of rows + INserT 100
movield abc
+ 1
+ 2
+ 3
+ 4
+ 5
+ 6
+ 7
+ 8
+ 9

Data Preview @

upDATE 0

title abe
Toy Story (1995)

Jumanji (1995)

X DELETE O

Grumpier Old Men (1995)

Waiting to Exhale (1995)

Father of the Bride Part Il (1995)

Heat (1995)

Sabrina (1995)

Tom and Huck (1995)

Sudden Death (1995)

oF vpserT 0

Lookup 0

genres abc

Adventure|Animation|Children|Comedy|Fantasy

Adventure|Children|Fantasy
Comedy|Romance
Comedy|DramalRomance
Comedy
Action|Crime[Thriller
Comedy|Romance
Adventure|Children

Action

) Descrig

TotaL 1000
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Mapping Data Flows provides a number of different transformations
types that are broken down into the following categories:

Multiple input/output
transformations

These transformations will
generate new data
pipelines or merge into
one e.g. union of multiple
data streams

Schema modifier
transformations

Make a modification to a
sink destination by creating
new columns based on the
action of the transformation
e.g. derived column after

Row modifier
transformations

These impact how the
rows are presented in
the sink e.g. sorting of
a particular column

performing some operation
on the existing column

Multiple inputs/outputs
|

%3 New Branch Multicast
i Join Merge Join
=% Conditional Split
#3 Union

Schema modifier
Fd Lookup

%y Derived Column
fa Aggregate

{8 Surrogate Key

i+ Pivot
5 Unpivot
Row modifier
I Window
as Exists
g Select
1 Filter
it Sort

Note: Filter transformation in data flow is different from Filter activity in control
flow

Example of Mapping Data Flow
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USE TRANSFORMATIONS IN MAPPING DATA FLOW
Add a SELECT

transformation

| Samar -
—— - |

opy data

g Copycstr

= 2
oo N
“

Filter settings ~ Optimize  Inspect  Data preview @

eam more [}

Add a FILTER condition

Output stream name *

oo Incoming stream * Select! J}m
3

Filter on *

»»»»»»»

totntegeryear) > 1350

o Use expression builder to mention condition

O Desciption.

Use Aggregate to perform aggregations

+08
Use Derive column to calculate primary genre teo
+DB8
WocnsTgeve » Liheves bcmgwre-pwwes - +n®
- [ W +D@

Link showing the detailed implementation steps or here. To learn
about optimizing data flow, check this link.

1.a) Data Flow Expression Builder

Some of the transformations can be defined using a Data Flow Expression Builder that
will enable you to customize the functionality of a transformation using columns, fields,
variables, parameters, and functions from your data flow in these boxes.

FUNCTIONS

Here is a sample expression that can be used to create date directories and automatic

partitioning:
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"staging/driver/out/" + toString(year(currentDate())) + "/" +
toString(month(currentDate())) + "/" + toString(dayOfMonth(currentDate()))
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* Schema Drift

Schema drift is the case where your sources often change metadata. Fields,
columns, and, types can be added, removed, or changed on the fly. Without

handling schema drift, your data flow becomes vulnerable to upstream data
source changes.

Sink  Settings  Errors Mapping ~ Optimize Inspect  Data preview

Output stream name *

Description Description
Source type Incoming stream *
Sink type *
Dataset * B Noschema ~ | & Testconnetion & Open + New
Options Allow schema drift © Dataset
Infer drifted column types ©
Skip line count
[ validate schema ©
Options
sampling * © Qenable @ Disable

Schema drift in Source SEEEEMIS T SIS

Sink  Settings Errors  Mapping  Optimize Inspect  Data preview

Options Skip duplicate input columns @

skip duplicate output columns @
Auto mapping © Reset Add mapping Delete

All inputs mapped by name including drifted columns

o
m

If schema drift is enabled, make sure the Auto-mapping slider in the Mapping tab is turned
on. With this slider on, all incoming columns are written to your destination. Otherwise, you
must use rule-based mapping to write drifted columns.
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NoSchema MapDrifted sink1
= - -
] oa - |
Columns:
Add source dataser St Add sink dataset
+ +
Derived column's settings ~ Optimize Inspect  Data preview
Qutput stream name * MzpDrifted | Learn more [7

O Reset

Creating/updating the columns 'movield,
title, genres'

Description

P

Incoming stream * | MNoSchema kd |

+ Add ._j 0} [} Open expression builder

)
Columns = &

\:‘ Column Expression
[]  rmoview v tolntegerbyName( movield?)) L s i ]
[] ste v toString(byName('title') sbe| + [i]

w + @

toString(byName('genres’))

\:‘ genres hd

In the Derived Column transformation, each drifted column is mapped to its detected name
and data type

2) Transforming data using Wrangling Data Flows
(ADF only, not present in Synapse Analytics)

Wrangling data flow is used for data prepping using Power Query

' B Owa Factoy PRI - i1 O | o ®
Microsoft Azure | Data Factory » ctoadf! (]
Factory Resources & « i poverauet o M puguen . .
> By DataFactory ~ £ Validate all [JUNERNSENIN 4 ) [T rnerresourcesyrame ] + | O Peteesn 06 -
, 2 bipine ., ® oo Leam more 1 X
ﬁ Factory Resources A« B3 powerquery! L4 4 Dataset o | Home  Tandorm Addcoumn  View  Help Power Query functions
@ Properties 15 2 qp 125 Data type: Text ~ B Merge queries ~
O et @ B RE=_ WY T EY RS |G
£ [ Fiter resources by name [+] ot \ om s o o oo
4 Pipeline 07 Pipeline » | Power 4 Power Query ! = s S
() P o) = Queries (2] < fe || pras ' Query settings D>
i =123 Productid |~ | 123 Quantity |+ |1.2 Price |~ | 1.2 TotalAmount |~
4 Dataset B Dataset Ju |08 rorsescurce 11 e F ) — w - e o
Py = B vserauery CO58-4001 830696930750 2 h at ”
. Data flow > i 3 Tt 401 30 6033080 : ]
® i@ Parquetl i -
g3 Power Query Man & column headings s cosn a5 6063eaT0. : . 16 @ soure
4 Data flows + el output passed to for column 6 Tisseac-co%-4001 St 68653TED 2 o B
P PPN specific funcions 7 Tisesct 401 3 GABTED ‘Applied Power Query
4 Power Query B Copy Data tool arar datacet + i -0 1 i : ; e
5 a3 200, S 66350870 2 )
© & powerquery1 Queries [2] ¢ 11 s i 3 T F— 3 .
[ —— B ; s
b 771 ADFResource i 094001 et 6065308780 2 s . w02
51001 830065330870 B ‘ .
15 Titses o301 830 65308780 B 3 s
[y Er—— : 220 : [
wle
Completed @715 Colams. 11 Rows:55+ Ose 8% @B O

Parameters
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Parameters are used to pass external values into pipelines,
datasets, linked services, and data flows. These are key-value
pairs of read-only configuration. Once the parameter has been
passed into the resource, it cannot be changed. By parameterizing
resources, you can reuse them with different values each time. This
reduces redundancy in your ETL pipelines and improves flexibility.

1) Dataset Parameters

When working with a database with multiple tables in it, instead of creating a new dataset
for using each of them, dataset parameters can be used to pass the table names at run
time.

e You will need to create a dataset without mentioning the table name while creating it

e Parameters have to be added in the

parameters tab. In the example for @ S

creating the Azure SQL dataset, we

have added two parameters, one for Connection  Schema _ Parameters -
the schema name and the other for F New

Name Type Default value

the name of the table. E—

o Click on edit below the table. Then we
can click on add dynamic content -
which will appear below the table.
After clicking on that we will be able to
see the parameters we added.

» We can click on the parameters we - -
want to add by clicking on them. It will
look like this

o After saving this dataset, You can
pass table name and schema names
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parameters inside the pipeline. ADF

will ask for these values when we o com e
. . . W {} b ®
trigger/debug the pipeline. -

!
General  Source Sk Mapping  Settings  User properties

Source dataset * B AzuresqlsampleTable

& Open + New 6o Previewdata Learn more [

v Dataset properties (0

Name Value Type
SchemalName Your Schema Name | sting

Add dynamic content [Alt+Shifts D]

2) Linked Service Parameters

Linked service parameters can be used to parameterize the domain name, database
name, username, and password for the database.

¢ In the following example, we are
creating a new Azure SQL database.
Go to the linked service in the monitor
tab of ADF and create a new linked
service. When we create a new linked
service, we will see the option of
parameters, scrolling down to the
bottom.

e These can be used in the linked
service connection. In order to use

these parameters whenever we create

a new dataset, we can create dataset
parameters.
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New linked service
Azure SQL Database Learn more []

Additional connection properties

T New

Annotations

T New

“ Parameters

= New

_| Name Type Default value

:l ‘ DbName String v ‘ Value w
_I ‘ DbUserName String 4 ‘ Value T
| [ obpassword String ] [ value [

> Advanced ©
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Edit linked service
& Azure SQL Database Learn more [1

';: From Azure subscription (®) Enter manually

Fully qualified domain name *

| your domain namal

Add dynamic content [Alt+Shift+D]
Database name *

@{linkedService(). DbName}

Authentication type *

SQL authentication v ‘

User name *

@{linkedService().DbUserName} ‘

Acure Ky Vul

Password *

‘ @({linkedService().DbPassword}

i

Apply ‘ Cancel 1 Test connection

o Here parameters are added while
creating the Azure SQL dataset, to sqL [

AzureSqlTable5

pass the values to the linked service Connecion Sdma Pasmeters

T New
[ ] Name Type Default value
[ [ schema [ sting o] [ value | ®
[ [ rale [ string v | [ value | @
Iﬁ |dBNan’\e | string v Value | m
[] | dBusername | string v | [ value | @
[ [ derassword | string o] [value | @
e |n the linked service itself, if we select
the linked service with parameters in
it, we will see Linked service
properties, where we can either
hardcode the values or pass dataset )
parameters to use them at the run
time.
* We will see the dataset properties in
. . ‘ Copy datat r
the pipeline where we can pass the =omn - -
Values Source datasst * ‘ i' AzureSglTableS : Z Open + New 63 Preview data
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3) Pipeline Parameters

e Pipeline parameters can be created

by clicking on the blank space in the Lok
plpellne ¢ Get OAuth Token B > = ICR::Eydata from GA to I > § l:gngl?;DOrderDev
e These can be accessed by using the Parameters  Varisbles  Settings  Output
syntax @pipeline().parameters. £ New
<parameter r— D Name Type. Default value
[] [ startpate [ string -] [2025-01-01 0]
[ [EndDate ‘ String | 2025-01-01 i

4) Parameters in Mapping Data Flow

There are three options for setting the values in the data flow activity expressions:
» Use the pipeline control flow expression language to set a dynamic value.
o Use the data flow expression language to set a dynamic value.
o Use either expression language to set a static literal value.

The reason for parameterizing mapping data flows is to make sure that your data flows
are generalized, flexible, and reusable.

» Data flow is one of the activities in ADF pipeline, so the way to pass the parameters
to it is the same as passing pipeline parameters above.

e \When we create a dataflow we can

select any parameterized dataset, for ..
example, we have selected the st e o o o oo

dataset from the DATASET o fsasnperss
PARAMETERS section below. ;

sampling * able (@) Disable

 Now when we add dataflow activity in
the pipeline and select the above hooma P
dataflow, we will see the sourcel
parameters option to pass the table -
name and schema name.
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» If we want to access these during
debugging the dataflow and not in the
pipeline itself, we can see debug
settings beside it. Inside the setting,
we have the option to define the
parameters.

Debug Settings

General Parameters

> Data flow parameters ©

» Dataset parameters

~ sourcel ©

Name . Value Type

SchemaName Value string

TableName Value string

Link to an example showing Integration of a Notebook within Azure Synapse

Pipelines

("4 Integration Runtime

ADF is a managed service (PaaS) i.e it will create the required computing infrastructure to
complete the activity. This is known as integration runtime. Thus IR provides a fully
managed, serverless computing infrastructure. There are three types of Integration

Runtime which are discussed later.

WAN | Serialization- §

Ly | R  Integration Runtime

Compression- |
| Deserialization || Decompression ||

...................... | AN/

Column  § 3 WAN
Mapping | :

The Integration Runtime (IR) is the compute infrastructure used by Azure Data Factory
and Azure Synapse pipelines to provide the following data integration capabilities across

different network environments:

« Data Flow: Execute a Data Flow in a managed Azure compute environment.

o Data movement: Copy data across data stores in a public or private network (for

both on-premises or virtual private networks).

e Activity dispatch: Dispatch and monitor transformation activities running on a variety
of compute services such as Azure Databricks, Azure HDInsight, ML Studio (classic),
Azure SQL Database, SQL Server, and more.

o SSIS package execution: Natively execute SQL Server Integration Services (SSIS)
packages in a managed Azure compute environment.
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I«

Data Factory

Integration | " v
gl Runtim 'kd) T-'u
te A

<. Azure Virtual Network

g @ m
Integration l -

;

A

Runtime
(Self-hosted) Jf o pute Activity

Integration
gl Runtime
(Azure-5SIS)

Integration
i Runtime
(Azure-SSIS)

)
Integration ata Movement
g Runtime
(Self-hosted) J Com
ispatc

071

# Data Transfer

» Command Dispatch

On-Premise

1) Azure Integration Runtime

Works on public networks.
Provides Data Flow, Data movement and Activity dispatch
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AZURE INTEGRATION RUNTIME

ﬂ‘ Connections. Integration runtimes hlnlegratlon runtime setup
@ Linked services The runtime (IR) is the compute infrastructure to provide the following The Data Factory manages the integration runtime in Azure to connect to required data
s § Learn more [3 source/destination or external compute in public network. The compute resource is elastic
8 Integration runtimes - N
allocated based on performance requirement of activities.
P
@ soeconta + New | O Refresh Name * ®
MySampleAzurelR
© Git configuration Showing 1- 1 of 1 items [Mysamp
Description
NAME Ty TYPE Ty SUB-TYPE Ty P
Enter description here.
Manage
Rga- & AutoResolvelntegratio...  Azure Public
# Triggers
¥ 99 Type
[@ Global parameters Create New IR
Security Virtual network configuration (Preview) o]
@ This data factory is not yet enabled with Virtual Network feature. Request here to opt-in
I q o Region *
ntegration runtime setup [ Auto Resolve o
Network environment: 4 Data flow run time
Choose the network environment of the data source / destination or external compute to which the Compute type *
integration runtime will connect to for data flows, data movement or dispatch activities [ General purpose o

Core count *

Azure | 4 (+ 4 Driver cores) v
Use this for running data flows, data movement, external and pipeline activities in Time to live o]
a fully managed, serverless compute in Azure. ‘ 0 minutes |

Billing for data flows is based upon the type of compute you select and the number of cores
selected per hour. If you set a TTL, then the minimum billing time will be that amount of time,

Self-Hosted Otherwise, the time billed will be based on the execution time of your data flows and the
time of vaur dehiia sessions Note that debiin sessions will incuir a minimim of A0 minutes of

Use this for running activities in an on-premise / private network

5!!

There is auto-resolve Azure IR option that automatically detects the sink and source
data store to choose the best location either in the same region if available or the closest
one in the same geography. Its best to avoid this feature and manually enter the
locations.

2) Self-hosted Integration Runtime

Works on public and private networks
Provides Data movement and Activity dispatch
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SELF-HOSTED INTEGRATION RUNTIME
N comections

@ Linked services The integration runtime (IR) is the compute infrastructure to provide the following

4
| @ Integration runtimes Learn more
| —+ NE\VI O

Showing 1- 1 of 1 items

Integration runtimes

Source control Refresh

= @ Git configuration

Manage

NAME Ty, TYPE Ty SUB-TYPE Ty

& AutoResolvelntegratio.. Azure Public
# Triggers
@ Global parameters

Create New IR

Security

©

Register Integration Runtime (Self-hosted)

Welcome to Microsoft Integration Runtime Configuration Manager. Before you start, register your Integration Runtime (Self-
hosted) node alid Authy

Show Authentication Key

HTTP Proxy

CurentProxy:  Noproxy  Change

Q Integration Runtime (Self-hosted) node has been registered successfully.

. Integration runtime setup

Integration Runtime is the native compute used to execute or dispatch activities. Choose what
integration runtime to create based on required capabilities. Learn more (%

| @D Azure, Self-Hosted
| 3
| ‘) Perform data flows, data movement and dispatch activities to external compute.

— Azure-SSIS
5 Lift-and-shift existing SSIS packages to execute in Azure.

hﬁntegration runtime setup Copy authentication key for
the next step

Settings  Nodes  Autoupdate  Sharing

Install integration runtime on Windows machine or add further nodes using the
Authentication Key.

Name @

Option 1: Express setup

Click here to launch the express setup for this computer

Option 2: Manual setup

Note: You can associate up to 4 physical nodes with a Self-hosted Integration Runtime. This enables high availability and
scalability for the Self-hosted Integration Runtime.
We recommend you setup at least 2 nodes for higher availabilty. 5

Step 1: Download and install integration runtime

Step 2: Use this key to register your integration runtime

Name Authentication key
Paste the access !(ey and .Reglster Keyt r@ n o
the Integration Runtime Launch Configuration Manager Close
Key2 IR@! b O

The self-hosted integration runtime is logically registered to the Azure Data Factory
and the compute resource used to support its function is provided by you. Therefore there
is no explicit location property for self-hosted IR. In order to use the on-premise
infrastructure, we need to register the server and install the self-hosted IR.

3) Azure SSIS Integration Runtime

Works on public and private networks
Supports SSIS package execution

The Azure-SSIS IR is a fully managed cluster of Azure VMs dedicated to running your
SSIS packages.

Link to an example showing the detailed implementation steps

"4 Triggers
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Triggers are used to schedule a Data Pipeline runs without any
interventions. In other words, it’'s a processing unit that
determines when to begin or invoke an end-to-end pipeline
execution

Trigger Pipeline —— E:

+ On-demand For each (...)
« Data window .
. Storageevents |~ | ® | m—' .
« Custom events i ' i -
_____ o-o-d | e [= | B g =
! 1
1

Workflow Control flow

Connectivity

v v

Self-hosted Azure

Integration runtime Integration runtime
: i Legend
P . &L o0 !
! Linked service h < > @ < > |

<~ Command and control

On-premises VNet Azure services VNet
<> Data

apps and data

Azure Data Factory Triggers come in three different types: Schedule Trigger, Tumbling
Window Trigger, and Event-based Trigger.

1) Schedule Trigger ow g

This Azure Data Factory Trigger is a popular
trigger that can run a Data Pipeline according to
a predetermined schedule. It provides extra
flexibility by allowing for different scheduling (e
intervals like a minute(s), hour(s), day(s),
week(s), or month(s).

The Schedule Azure Data Factory Triggers are [ spectyoner e
built with a “many to many” relationship in
mind, which implies that one Schedule Trigger
can run several Data Pipelines, and a single
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Data Pipeline can be run by multiple Schedule
Triggers.

2) Tumbling Window Trigger

The Tumbling Window Azure Data Factory Trigger executes Data Pipelines at

a specified time slice or pre-determined periodic time interval. It is significantly more
advantageous than Schedule Triggers when working with historical data to copy or
migrate data.

Consider the scenario in which you need to replicate data from a Database into a Data
Lake on a regular basis, and you want to keep it in separate files or folders for every hour
or day.

To implement this use case, you have to set a Tumbling Window Azure Data Factory
Trigger for every 1 hour or every 24 hours. The Tumbling Window Trigger sends the start
and end times for each time window to the Database, returning all data between those
periods. Finally, the data for each hour or day can be saved in its own file or folder.

Dependency Dependency Self Dependency
Offset Size

vigeer A [ [N rigger A [T
Trigger B l:- Trigger 8 I:I:I 900 1000  11:00 800 900  10:00  11:00
Trigger A _ Trigger A _ Depem:)effr;ce\:fl':\:ur Depengeffnsceyz::/}z—;:ur

9:00 10:00 11:00 Size: unspecified Size: 2 hours
9:00 10:00 11:00

Dependency: A -> B
Offset: -1 hour

D d CA->B
ependency Size: 2 hours

Offset: -1 hour
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Edit trigger

[T specify an end date
4 Advanced

Add dependencies

+ New
[T OFFSET WINDOW SIZE
| trigger2 v 0:00:01:00
Delay ©
00:00:00

Max concurrency * @

EN

Retry policy: count ©

® o ‘
S Retry policy: interval in seconds ®
[30 |
3) Event-based Trigger New tigger
The Event-based Azure Data Factory Trigger o |
runs Data Pipelines in response to blob-
related events, such as generating or deleting P -
a blob file present in Azure Blob Storage.
(®) From Azure subscription () Enter manually

In addition, Event-based Triggers are not only ek .
compatible with blob, but also with Azure Data e |
lake Storage. Event Triggers also work
on many-to-many relationships, in which a tosding..
single Event Trigger can run several Pipelines, o |
and a single Pipeline can be run by multiple pomnen 2 ‘
Event Triggers

B4 eiob crested [ slob deleted

Ignore empty blobs * @

®ves Ono

Annotations

=+ New

Activated * @

(74 Debug and Publish a pipeline
(link - introduction to debugging provided in mapping data flow)

Azure Data Factory can help iteratively debug Data Factory pipelines when developing
data integration solutions. You don't need to publish changes in the pipeline or activities
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before you debug. This is helpful in a scenario where you want to test the changes and
see if it works as expected before you actually save and publish them.

Microsoft Azure ‘ Data Factory » adfads £ Search resources =¥ | 0 & ?
By Data Factory ' validate all () Refresh 0 Data flow debug ¥ ARM template v
S Factory Resources ¢ « 0 IngestAndTransform... X
’\ ‘ O Fifter re: es b ‘ + Activities ¥ « &2 saveastemplate " Validate | [> Debug | v %, Add trigger
O Filter resources by name
4 Pipelines ] ‘;«‘ Search activities Copy data Data flow A
@ o i ]
@D IngestAndTransformTaxiData P Move & transform iﬁ IngestintoADLS E-)i .;omAndAggregateDat
b Datasets 4 P Azure Data Explorer

b Data flows 1 b Azure Function
b Batch Service
b Databricks
b Data Lake Analytics
P General
b HDInsight
b Iteration & conditionals

P Machine Learning

Sometimes, you don't want to debug the whole pipeline but test a part of the pipeline. You
can test the pipeline end to end or set a breakpoint. By doing so in debug mode, you can
interactively see the results of each step while you build and debug your pipeline.

(74 Manage Source Control (CI/CD)

Azure Data Factory integrates with Azure DevOps and GitHub to allow easy source
control and effective continuous integration and delivery. Azure Data Factory also offers a
variety of both visual and programmatic monitoring services to also support the
monitoring of your pipelines.

Link showing the detailed implementation steps_

%4 Azure Databricks

Databricks is a comprehensive data analytics solution built on
Apache Spark and offers native SQL capabilities as well as
workload-optimized Spark clusters for data analytics and data
science. Databricks provides an interactive user interface
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through which the system can be managed and data can be
explored in interactive notebooks.

Azure Databricks

al a0

Data engineer Data scientist
Azure Data Services integrations ML Lifecycle Management integrations
miflow + A
ra— MLflow Azure Machine Learning
»

- [l|ll] 4 _

ML Runtime
Azure Data Azure Synapse Power Bl Azure Data
Factory Analytics Lake Storage : .
rag 1 0 leara
PyTorch TensorFlow Scikit-Learn

Optimized Databricks runtime engine

< A SBaKC 3

Databricks 1/O Delta Lake Optimized Apache Spark Serverless
& ¢ HITRUST e e 150
What is Apache Spark
Apache Spark emerged to provide a parallel processing Why use Azure Databricks?
framework that supports in-memory processing to boost the Azure Databricks is a wrapper
performance of big-data analytical applications on massive around Apache Spark that
volumes of data simplifies the provisioning and
. 1 . configuration of a Spark cluster in
Interactive Data Streaming Machine a GUI interface
Analysis: Analytics: Learning:
Used by business Ingest data from Contains a number
analysts or data technologies such of libraries that Azure Databricks components:
engineers to analyze  as Kafka and Flume enables a Data Spark SOL and DataFrames
and prepare data to ingest data in Scientist to perform P ’
real-time Machine Learning Streaming
Mlib
GraphX
Spark Core API

Remember that Spark is a replacement for MapReduce, not Hadoop. It's a part of the
ecosystem. Thus, Spark requires two more things to work: Storage (local
storage/HDFS/Amazon S3) and Resource Manager (YARN/Mesos/Kubernetes). Spark is
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written in SCALA but it officially supports Java, Scala (most used), Python (PySpark),
and R.

il

Business
apps

Ingest Store Prep & Train Model & Serve Intelligence

g

-+ %9 ¢ DB -—cf- -

i -D(g nsll'nns - l:l = Q
'

I
D D : . Predictive apps
O - Kafka - - - . Blobs ~—_____ - 2 icks -=----- . E SQL Database ---|--»
Custom : Data Lake E_ Databricks i ) atabase bl
h |
apps | ' 1 U |:|
' 4 ! ¥ D
| 1
: ,:, - fﬁ';j:)‘sse ----- _—— Operational reports
1
E‘ ! a1 Event Hub Machine !
) =5 . ' hd
1 5= 1oT Hub Learning ¥
I
Sensors : %E Analysis Services - - f---» =
and devices '
1
1
)

Analytical dashboards

Azure Databricks Architecture
Databricks can process the data from ADLS without importing the data into Databricks by
mounting on it

Apache Spark supports data
transformations with three different Unified Apache Spark 2.0 API
Application Programming Interfaces Untyped AP

(APIs): Resilient Distributed Datasets

+ DataFrame = Dataset[Row]
« Alias
Dataset
|:> (2016)
However, in the latest version, dataset and Typed AP!

dataframe are combined to be called a * Dataset[T]
dataset.

(RDDs), DataFrames, and Datasets. 2

< databricks

Azure Databricks is an amalgamation of multiple technologies that enable you to work
with data at scale.

Workspace

It is an environment for accessing all of Azure Databricks assets. The workspace
organizes objects such as notebooks, libraries, queries, and dashboards into folders, and
provides access to data and computational resources such as clusters and jobs. Each
workspace is isolated from others and each workspace has its own identifier.
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Databricks File System (DBFS)

DBFS is a filesystem abstraction layer over a blob store. While each cluster node has its
own local file system (on which the operating system and other node-specific files are
stored), the cluster nodes also have access to a shared, distributed file system that they
can access and operate on. The Databricks File System (DBFS) enables you to mount
cloud storage and use it to work with persistent file-based data.

Apache Spark clusters

Spark is a distributed data processing solution that makes use of clusters to scale
processing across multiple compute nodes. Each Spark cluster has a driver node to
coordinate processing jobs and one or more worker nodes on which the processing
occurs. This distributed model enables each node to operate on a subset of the job in
parallel; reducing the overall time for the job to complete.

1) Interactive Cluster-

Multiple users can interactively analyze the data together. Need to terminate the cluster
after job completion. These are comparatively costly and can autoscale on demand.

1. Standard Cluster Mode- This is used for single-user use, and provides no fault
isolation. Supports Scala, Python, SQL, R, and Java.

2. High Concurrency Cluster Mode- This is used for multiple users, and provides
fault isolation along with maximum cluster utilization. Supports only Python, SQL
& R. The performance, security, and fault isolation of high concurrency clusters is
provided by running user code in separate processes, which is not possible in
Scala.
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Create Cluster

New Cluster Cancel

Cluster Name

Cluster Mode @

Free trial ends in 14 days. Upgr

2-8 Workers:28-112 GB Memory, 8-32 Cores, 1.5-6 DBU
1 Driver:14 GB Memory, 4 Cores, 075 DBU @

Please enter a cluster name

Standard
Databricks Runtime Version @ Learn mare

Runtime: 8.3 (Scala 2.12, Spark 3.1.1)

atabricks Runtime 8.x uses Delta Lake as the default table format. Learn more

Autopilot Options
Enable autoscaling @
Terminate after 120 minutes of inactivity @
Worker Type @ Min Workers ~ Max Workers

Standard_DS3 v2 14 GB Memory, 4 Cores, 0.75 DBU 2 8 A [ Spotinstances @

MR Configure separate pools for workers and drivers for flexibility. Learn more

Driver Type

Same as worker 14 GB Memary, 4 Cores, 0.75 DBU

» Advanced Options

2) Automated/Job Cluster-

These are auto-created and auto-terminated for running automated jobs. These provide
high throughput with auto-scaling capability although being comparatively cheaper.
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Y

Jobs / Create Fresh new look w Free trial ends in 14 days. Upgrad

Job must have a name

Configuration

1dSK

Type *
Notebook /Shared/test 2y

Cluster * @

New Job Cluster (126.00 GB | 36 Cores | DBR 8.3 | Spark 3.1.1 | Scal... Edit | v

| New Job Cluster Edit
, 126.00 GB | 36 Cores | DER 8.3 | Spark 3.1.1 | Scala 2.12

, Existing All-Purpose Clusters

@ appcluster “

14.00 GB | 4 Cores | DBR 8.3 | Spark 3.1.1 | Scala 2.12

_1

Notebooks

One of the most common ways to work with Spark is by writing code in notebooks.
Notebooks provide an interactive environment in which you can combine text and
graphics in Markdown format with cells containing code that you run interactively in the
notebook session.

Hive metastore

Hive is an open-source technology used to define a relational abstraction layer of tables
over file-based data. The tables can then be queried using SQL syntax. The table
definitions and details of the file system locations on which they're based are
stored in the metastore for a Spark cluster. A Hive metastore is created for each
cluster when it's created, but you can configure a cluster to use an existing external
metastore if necessary.

Delta Lake
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Delta Lake builds on the relational table schema abstraction over files in the data lake to
add support for SQL semantics commonly found in relational database systems.
Capabilities provided by Delta Lake include transaction logging, data type constraints,
and the ability to incorporate streaming data into a relational table.

SQL Warehouses

SQL Warehouses are relational compute resources with endpoints that enable client
applications to connect to an Azure Databricks workspace and use SQL to work with data
in tables. SQL Warehouses are only available in premium tier Azure Databricks
workspaces.

Internal working

In Databricks, the notebook interface is typically the driver program. SparkContext, an
object of the driver program runs the main function, creates distributed datasets on the
cluster, applies parallel operations to the cluster nodes, and then collects the results of
the operations.

Driver programs access Apache Spark through a SparkSession object. The nodes read
and write data from and to the file system and cache transformed data in-memory as
Resilient Distributed Datasets (RDDs). The SparkContext is responsible for converting
an application to a directed acyclic graph (DAG). The graph consists of individual tasks
that get executed within an executor process on the nodes. Each application gets its own
executor processes, which stays up for the duration of the whole application and run
tasks in multiple threads.

%4 How Azure manages cluster resources

Microsoft Azure manages the cluster, and auto-scales it as needed based on your usage
and the setting used when configuring the cluster. Spark parallelizes jobs at two levels:

e The first level of parallelization is the executor - a Java virtual machine (JVM)
running on a worker node, typically, one instance per node.

e The second level of parallelization is the slot - the number of which is determined by
the number of cores and CPUs of each node.

o Each executor has multiple slots to which parallelized tasks can be assigned.
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Executor Executor Executor Executor

Task Task Task Slot Slot Slot Task Task

When you create an Azure Databricks workspace, a resource group is created that
contains the driver and worker VMs for your clusters, along with other required resources,
including a virtual network, a security group, and a storage account. All metadata for your
cluster, such as scheduled jobs, is stored in an Azure Database with geo-replication for
fault tolerance. Internally, Azure Kubernetes Service (AKS) is used to run the Azure
Databricks control plane and data planes via containers.

Microsoft Azure

Azure Resource Manager

Storage | | Compute | | Network Create and delete VMs .
| g ? M Databricks control plane

| Microsoft.Databricks RP

Create workspace resource
and locked resource group

|
1
1 I
| |
» | |
Databricks ! 1
Woapac L] e
VL) - T
usters H
‘ Blob storage }1 i

Mounting file-based storage to DBFS using Service Principal allows seamless access to data from the
storage account without requiring credentials after the first time

= DP-203 Notes by Neil Bagchi

62



Databricks

Cloud Account

Control Plane in Databricks Network
Manage customer accounts, data sets, and clusters

Databricks Web Customer Jobs and Cluster

Launch Initiates Getiph View job
cluster jobs partial results full results

Push/Pull Push logging
Customer table metadata  data

Cloud Account

Data Plane in Customer Network _I
Data processing with Apache Spark cluster
Get/Put

datasets
and full
results

S
Data Sets & Job Full Results
Databricks File System (DBFS) layer on
top of customer- managed storage

8 Storage on Azure: Blob Storage

External Data Sources

On Public Internet (or in Customer Cloud Account)

- JDBC and SQL data sources
- Cloud data sources

®

Databricks
users

8 @ m S Single Sign-on (SS0)

E Azure AD

Application Notebooks Queries Management
| l I | S50 authentication does not send

credentials to Databricks. Use SCIM

REST to map SSO groups for Resource
APls Access Control using ACLs
I -

=

REST APIs Client
Authenticate with
revocable token

Transformations usually performed on a dataset

Basic Transformations Advanced Transformations
Normalizing values User Defined functions

Missing/Null data Joins and lookup tables
De-duplication Multiple databases

Pivoting Data frames

# Mount a data lake
dbutils.fs.mount(

source = "abfss://<file-system-name>@<storage-account-name>.dfs.core.windows.net/",

mount_point = "/mnt/<mount-name>",
extra_configs = {config_key:key_name})
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# Load a dataframe

%%pyspark

df = spark.read.load('/data/products.csv’',
# or 'abfss://container@store.dfs.core.windows.net/data/products.csv'
format="csv',
header=True

)
display(df.limit(10))

# Specify a schema for a dataframe to be loaded
from pyspark.sql.types import *
from pyspark.sql.functions import *

productSchema = StructType([
StructField("ProductID", IntegerType()),
StructField("ProductName", StringType()),
StructField("Category", StringType()),
StructField("ListPrice", FloatType())

1

df = spark.read.load('/data/product-data.csv',
format="csv',
schema=productSchema,
header=False)

display(df.limit(10))

#Filtering

pricelist_df = df["ProductID", "ListPrice"]

bikes_df = df["ProductName", "ListPrice"].where((df["Category"]=="Mountain Bikes") | (df["C
ategory"]=="Road Bikes"))

#Grouping
counts_df = df.select("ProductID", "Category").groupBy("Category").count()

# We can use the %%sql magic to run SQL code that queries objects in the catalog
%%sql

SELECT Category, COUNT(ProductID) AS ProductCount
FROM products

GROUP BY Category

ORDER BY Category

# PySpark code uses a SQL query to return data
bikes_df = spark.sql("SELECT ProductID, ProductName, ListPrice \
FROM products \
WHERE Category IN ('Mountain Bikes', 'Road Bikes')")

# Get the data as a Pandas dataframe

data = spark.sql("SELECT Category, COUNT(ProductID) AS ProductCount \
FROM products \
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GROUP BY Category \
ORDER BY Category").toPandas()

%4 Delta lake

Delta Lake is an open-source storage layer for Spark that enables relational database
capabilities for batch and streaming data. By using Delta Lake, you can implement a data
lakehouse architecture in Spark to support SQL based data manipulation semantics with
support for transactions and schema enforcement. The result is an analytical data store
that offers many of the advantages of a relational database system with the flexibility of
data file stored in a data lake.

The benefits of using Delta Lake in Azure Databricks include:

+ Relational tables that support querying and data modification. With Delta Lake,
you can store data in tables that support CRUD (create, read, update, and delete)
operations. In other words, you can select, insert, update, and delete rows of data in
the same way you would in a relational database system.

o Support for ACID transactions. Relational databases are designed to support
transactional data modifications that provide atomicity (transactions complete as a
single unit of work), consistency (transactions leave the database in a consistent
state), isolation (in-process transactions can't interfere with one another),
and durability (when a transaction completes, the changes it made are persisted).
Delta Lake brings this same transactional support to Spark by implementing a
transaction log and enforcing serializable isolation for concurrent operations.

« Data versioning and time travel. Because all transactions are logged in the
transaction log, you can track multiple versions of each table row, and even use
the time travel feature to retrieve a previous version of a row in a query.

e Support for batch and streaming data. While most relational databases include
tables that store static data, Spark includes native support for streaming data through
the Spark Structured Streaming API. Delta Lake tables can be used as
both sinks (destinations) and sources for streaming data.

» Standard formats and interoperability. The underlying data for Delta Lake tables is
stored in Parquet format, which is commonly used in data lake ingestion pipelines.
Additionally, you can use the serverless SQL pool in Azure Synapse Analytics to
guery Delta Lake tables in SQL.
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# Load a file into a dataframe
df = spark.read.load('/data/mydata.csv', format='csv', header=True)

# Save the dataframe as a delta table
delta_table_path = "/delta/mydata"
df .write.format("delta").save(delta_table_path)

# Add new rows
new_rows_df.write.format("delta").mode("append").save(delta_table_path)

After saving the delta table, the path location you specified includes parquet files for the
data (regardless of the format of the source file you loaded into the dataframe) and
a _delta_log folder containing the transaction log for the table.

Note: The transaction log records all data modifications to the table. By logging each
modification, transactional consistency can be enforced and versioning information for the
table can be retained.

# To make modifications to a Delta Lake table, you can use the DeltaTable object in the Del
ta Lake API, which supports update, delete, and merge operations. For example, you could us

e the following code to update the price column for all rows with a category column value o
f "Accessories"

from delta.tables import *
from pyspark.sql.functions import *

# Create a deltaTable object
deltaTable = DeltaTable.forPath(spark, delta_table_path)

# Update the table (reduce price of accessories by 10%)
deltaTable.update(

condition = "Category == 'Accessories'",

set = { "Price": "Price * 0.9" })

Query the previous version of a table

Delta Lake tables support versioning through the transaction log. The transaction log
records modifications made to the table, noting the timestamp and version number for
each transaction. You can use this logged version data to view previous versions of the
table - a feature known as time travel.
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You can retrieve data from a specific version of a Delta Lake table by reading the data
from the delta table location into a dataframe

df = spark.read.format("delta").option("versionAsOf", 0).load(delta_table_path)

# OR

df = spark.read.format("delta").option("timestampAsOf", '2022-01-01').load(delta_table pat
h)

Query catalog tables

You can also define Delta Lake tables as catalog tables in the Hive metastore for your
Spark cluster, and work with them using SQL.

Tables in a Spark catalog, including Delta Lake tables, can be managed or external; and
it's important to understand the distinction between these kinds of tables.

* A managed table is defined without a specified location, and the data files are stored
within the storage used by the metastore. Dropping the table not only removes its

metadata from the catalog but also deletes the folder in which its data files are stored.

» An external table is defined for a custom file location, where the data for the table is
stored. The metadata for the table is defined in the Spark catalog. Dropping the table
deletes the metadata from the catalog, but doesn't affect the data files.

# Creating a catalog table from a dataframe
# Save a dataframe as a managed table
df .write.format("delta").saveAsTable("MyManagedTable")

## specify a path option to save as an external table
df .write.format("delta").option("path", "/mydata").saveAsTable("MyExternalTable")

# Creating a catalog table using SQL
spark.sql("CREATE TABLE MyExternalTable USING DELTA LOCATION '/mydata'")

# We can use the DeltaTableBuilder API (part of the Delta Lake API) to create a catalog tab
le
from delta.tables import *

DeltaTable.create(spark) \
.tableName("default.ManagedProducts") \
.addColumn("Productid", "INT") \
.addColumn("ProductName", "STRING") \
.addColumn("Category", "STRING") \
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.addColumn("Price", "FLOAT") \
.execute()

Monitoring

1) Ganglia

 Built-in databricks monitoring service that collects data every 15 min by default. We
can access this option by going into the cluster and select Metrics from the header.

2) Azure Monitor
» No native support for Databricks so setting this up is cumbersome.

o Dropwizard is used to send application metrics of Azure Databricks to Azure Monitor
whereas Log4j is used to send application logs to Azure Monitor.

Spark: what to use when and where

Apache Spark HDInsight Azure Databricks Synapse Spark

Is an Open Source memory Microsoft implementation of A managed Spark as a Service Embedded Spark capability within
optimized system for managing big | Open Source Spark managed solution Azure Synapse Analytics
data workloads within the realms of Azure
When you want to benefits of When you want to benefits of Provides end to end data Enables organizations without
spark for big data processing 0SS spark with the Service Level engineering and existing Spark implementations to
and/or data science work without Agreement of a provider data science solution and fire up a Spark cluster to meet data
the Service Level Agreements of a management platform engineering needs without the
provider overheads of the other Spark

platforms listed

Open Source Professionals Open Source Professionals Data Engineers and Data Data Engineers, Data Scientists, Data
wanting SLA's and Microsoft Scientists working on big data Platform experts and Data Analysts
Data Platform experts projects every day
WHY To overcome the limitations of SMP | To take advantage of the 0SS It provides the ability to create It provides the ability to scale
systems imposed on big data Big Data Analytics platform with | and manage an end to end big | efficiently with spark clusters within
workloads SLA’s in place to ensure data/data science project using | a one stop shop Data Warehousing
business continuity one platform platform of Synapse.

Azure provides the Azure Databricks version for customers who love the features of Databricks Spark. It
provides HDInsight Spark for customers who prefer OSS technologies, and it also provides Synapse
Spark, which is a performance-boosted version of the OSS Spark for those customers who prefer an

integrated single-pane experience within Azure Synapse Analytics.
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Azure Synapse Analytics - OLAP

across petabytes of data.

Azure Synapse Analytics

Limitless analytics service with unmatched time to insight

Artificial Intelligence / Machine Learning / Internet of Things
Intelligent Apps / Business Intelligence

Synapse Analytics

Experience Synapse Analytics Studio

Platform

Form Factors
Analytics Runtimes
MONITORING

METASJORE DATA INTEGRATION
.

Azure Common Data Model
Data Lake Storage Enterprise Security

Optimized for Analytics
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Run analytics at a massive scale by using a cloud-based
enterprise data warehouse that takes advantage of massively
parallel processing (MPP) to run complex queries quickly

Azure Synapse brings together the best of SQL technologies used in
enterprise data warehousing, Spark technologies used for big

data, Data Explorer for log and time series analytics, Pipelines for
data integration and ETL/ELT, and deep integration with other Azure
services such as Power Bl, CosmosDB, and AzureML.

Designed for analytics workloads

at any scale

SaaS developer experiences for

code free and code first

Languages
:

Multiple languages suited to

different analytics workloads

Integrated analytics runtimes
available as a dedicated and
serverless offering

SQL pools offering T-SQL for
batch, streaming and interactive
processing

Spark pools for big data
processing with Python, Scala, R
and .NET

Integrated platform services

1 for, management, security,
monitoring, and metastore

Data lake integrated and
Common Data Model aware
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ADF PA o Mapping
Pipelines 4 Data Flows O b

Azure Synapse

Storage
= B _l ’ Studio
ﬁ “- 4
Relational ADLS Gen2 Spark Tables  Cosmos DB @
DB (DW)

(Data Lake)

Azure Synapse A Monitoring
Analytics = S T g S e
(workspaces) — . r
g Bl ® sean ®
SQL Provisioned SQL On- Apache Management
pools (SQL DW) Demand pools Spark pools & Security

Visualize

."' Power BI

Synapse Analytics is a unified platform for using ADF, ADLS, Power Bl, etc

ASA Top Level Concepts

1) Azure Synapse Pipelines

are cloud-based ETL and data integration service that allows you to create data-driven
workflows for orchestrating data movement and transforming data at scale. Azure
Synapse uses Pipelines (the same Data Integration engine as Azure Data Factory), to
create rich at-scale ETL pipelines.

2) Azure Synapse SQL

Synapse SQL is a distributed query system for T-SQL that enables you to implement
data warehouse solutions or perform data virtualization. Azure Synapse SQL offers both
dedicated and serverless model of the service (more on this later).

3) Apache Spark for Azure Synapse

Azure Synapse seamlessly integrates Apache Spark for data preparation, data
engineering, ETL, and machine learning.

4) Azure Synapse Link

This enables a Hybrid Transactional/Analytical Processing (HTAP) architecture by
allowing near-real-time synchronization between operational data in Azure Cosmos DB,
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Azure SQL Database, SQL Server, and analytical data storage that can be queried in
Azure Synapse Analytics.

5) Azure Synapse Data Explorer

This provides an interactive query experience to unlock insights from log and telemetry
data using the Kusto Query Language (KQL). Data Explorer analytics runtime is
optimized for efficient log analytics.

6) Synapse Studio

Synapse Studio provides a single way for enterprises to build solutions, maintain, and
secure all in a single user experience using a web-based portal

o Perform key tasks: ingest, explore, prepare, orchestrate, visualize
* Monitor resources, usage, and users across SQL, Spark, and Data Explorer
¢ Use Role-based access control to simplify access to analytics resources

o Write SQL, Spark, or KQL code and integrate with enterprise CI/CD processes

v [74 WORKSPACE (SYNAPSE STUDIO)

%4 Synapse Studio

DP-203 Notes by Neil Bagchi

71



Microsoft Azure | Synapse Analytics » asaworkspacecto

A Home Synapse workspace

W oo asaworkspacecto
B oevelop New -/
W) Integrate
® Monitor
B Manage \ Ingest
B, Perform a one-time or
‘ scheduled data load.

Recent resources

Feature showcase

Get started with Azure Synapse Analytics

Take a step-by-step tour of Synapse exploring the breadith of capabilities offered.

Learn more (7

1) Data Hub

The Data hub is where you access your provisioned SQL pool databases and SQL
serverless databases in your workspace, as well as external data sources, such as
storage accounts and other linked services.

Under the Workspace (2) tab of the Data hub (1), expand the SQLPool01 (3) SQL
pool underneath Databases.

Expand Tables and Programmability/Stored procedures.

The tables listed under the SQL pool store data from multiple sources, such as SAP
Hana, Twitter, Azure SQL Database, and external files copied over from an
orchestration pipeline. Synapse Analytics gives us the ability to combine these data
sources for analytics and reporting, all in one location.
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Microsoft Azure I Synapse Analytics » asaexpworkspaceinaday42 l

2 T + Validateall () Refresh

Data 4+ v o«

i Workspace Linked

£ Filter resources by name

4 Databases 1

) 4T sQLPool01 (SQL paol)?

4 B3 Tables

> B dbo.BookConsumption
> B dbo.BookList
b B dbo.Books

> B dbo.BrandAwareness

b B dbo.Campaign_Analytics

You will also see familiar database components, such as stored procedures. You can

execute the stored procedures using T-SQL scripts, or execute them as part of an
orchestration pipeline.

Select the Linked tab, expand the Azure Data Lake Storage Gen2 group, then
expand the primary storage for the workspace.
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" Validate all C} Refresh

Data + ¥ «
Workspace Linked
4 Azure Data Lake Storage Gen2 2

E asaexpworkspaceinaday42 (Prima...

B campaigndata
& customesv
B customer-insights
& financedb
& iotcontainer
=) machine-learning
& recommendations
salesdata
saphana
tempdata (Primary)
& twitterdata

p asaexpdatalakeinaday42 (asaexpd...

P Integration datasets 45

Every Synapse workspace has a primary ADLS Gen2 account associated with it. This
serves as the data lake, which is a great place to store flat files, such as files copied
over from on-premises data stores, exported data or data copied directly from external
services and applications, telemetry data, etc. Everything is in one place.

In our example, we have several containers that hold files and folders that we can
explore and use from within our workspace. Here you can see marketing campaign
data, CSV files, finance information imported from an external database, machine
learning assets, loT device telemetry, SAP Hana data, and tweets, just to name a few.

2) Develop

Expand each of the groups under the Develop menu. The Develop hub in our sample
environment contains examples of the following artifacts:

¢ SQL scripts contains T-SQL scripts
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that you publish to your workspace. A Home Develop e e
Within the scripts, you can execute o [P Aot
commands against any of the B oo 4 Sk scrpts ¢
.. d S |_ I S 1 SQL Query With Synapse
prOV|S|0ne Q poo S oron- '.) Integrate 2 JSON Extractor
demand SQL serverless pools to = 8 External Data To Synapse Via Copy
@ Monitor >
which you have access. fese
E Manage | 4 Notebooks 3 |
° Notebooks Contaln Synapse Spark f] 1 Products Recommendation
. . ﬁ 2 AutoML Number of Customer Visit
notebooks used for data engineering ] 3 Compaign Analytcs Dta Prep
and data science tasks. When you | 4 patatiows |
execute a notebook, you Select a ;& mgeBsI( data_from_sap_hana_to_azur |
- 'ower 1
Spark pool as its compute target. 70 Synapsedemos
B Power Bl datasets
o Data flows are powerful data 4 £ Power Bl reports
transformation workflows that use ah 1-COP Vision Demo
Jdli 1-Phase2 CDP Vision Demo
the power of Apache Spark but are "
Jl1 2-Billion Rows Demo
authored using a code-free GUI. alt Dashboard-Images

+ Power Bl reports can be embedded
here, giving you access to the
advanced visualizations they provide
without ever leaving the Synapse
workspace.

3) Integrate

Manage integration pipelines within the Integrate hub. If you are familiar with Azure
Data Factory, then you will feel at home in this hub. The pipeline creation experience
is the same as in ADF, which gives you another powerful integration built into Synapse
Analytics, removing the need to use Azure Data Factory for data movement and
transformation pipelines.

Expand Pipelines and select Master Pipeline (1). Point out the Activities (2) that can
be added to the pipeline, and show the pipeline canvas (3) on the right.

This Synapse workspace contains 16 pipelines that enable us to orchestrate data
movement and transformation steps over data from several sources.

The Activities list contains many activities that you can drag and drop onto the
pipeline canvas on the right.
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Integrate + v o« @D Customize EMail An... (D 1Master Pipeline X
‘»4& csources by name ‘ Activities ¥« v Validate [> Debug 4% Add trigger O -
4 Pipelines 18 ‘ﬁ Execute Pipeline =z Execute Pipeline % Execute Pipeline =
|QID 1 Master P\pe\ineq - | b Synapse ! Execute Customize All > )@ Execute Customize > ) Execute ML Product u
1 1 Pipeline Product.. Recommendation...
@D Customize All b Move & transform
(@D Customize Campaign Analytics D Azure Data Explorer +
(@D customize Decomposition Tree b Azure Function
(@D Customize EMail Analytics D Batch Service e 9
(@D customize Location Analytics b Databricks
(@D Customize Product Recommendatio... D Data Lake Analytics -
@D Customize Recommendation Insight.. b General a
(@D Customize Revenue Profitability D HDInsight
(D Lab 08 - Execute Business Analyst Q... D Iteration & conditionals
(D Lab 08 - Execute Data Analyst and C b Machine Learning

@D MarketingDBMigration

(@D ML Department Visits Predictions
(@D ML Product Recommendation
D Reset ML Data

([D SalesDBMigration

@D SAP HANA TO ADLS

(@D TwitterDataMigration

4) Monitor

The Monitor hub is your first stop for debugging issues and gaining insight on resource
usage. You can see a history of all the activities taking place in the workspace and
which ones are active now.

Show each of the monitoring categories grouped under Integration and Activities.

» Pipeline runs shows all pipeline run activities. You can view the run detalils,
including inputs and outputs for the activities, and any error messages that
occurred. You can also come here to stop a pipeline, if needed.

« Trigger runs shows you all pipeline runs caused by automated triggers. You can
create triggers that run on a recurring schedule or tumbling window. You can also
create event-based triggers that execute a pipeline any time a blob is created or
deleted in a storage container.
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Microsoft Azure | Synapse Analytics

> Integration

ﬁ' @} Pipeline runs

é’; Trigger runs

. {1 Integration runtimes
E Activities
=% Apache Spark applications

== SQL requests

@ &2 Data flow debug

+ Integration runtimes shows the status of all self-hosted and Azure integration
runtimes.

+ Apache Spark applications shows all the Spark applications that are running or
have run in your workspace.

e SQL requests shows all SQL scripts executed either directly by you or another
user, or executed in other ways, like from a pipeline run.

+ Data flow debug shows active and previous debug sessions. When you author a
data flow, you can enable the debugger and execute the data flow without needing
to add it to a pipeline and trigger an execute. Using the debugger speeds up and
simplifies the development process. Since the debugger requires an active Spark
cluster, it can take a few minutes after you enable the debugger before you can
use it.

5) Manage

Show each of the management categories grouped under Analytics pools, External
connections, Integration, and Security.

¢ SQL pools. Lists the provisioned SQL pools and on-demand SQL serverless
pools for the workspace. You can add new pools or hover over a SQL pool
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to pause or scale it. You should pause a SQL pool when it's not being used to

save costs.

+ Apache Spark pools. Lets you manage your Spark pools by configuring the auto-
pause and auto-scale settings. You can provision a new Apache Spark pool from

this blade.

+ Linked services. Enables you to manage connections to external resources.
Here you can see linked services for our data lake storage account, Azure Key
Vault, Power Bl, and Synapse Analytics. Task: Select + New to show how many
types of linked services you can add.

«

Analytics pools

% SQL pools

ﬁl Apache Spark pools
External connections

@ Linked services

& Azure Purview (Preview)
Integration

& Triggers

& Integration runtimes
Security

L—_'O Access control

/Qp Credentials

@

Code libraries

% Workspace packages
Source control

0 Git configuration

¢ Azure Purview (Preview). Provides integration with Azure Purview to provide
data governance and lineage within Azure Synapse Analytics.

e Triggers. Provides you a central location to create or remove pipeline triggers.
Alternatively, you can add triggers from the pipeline.
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» Integration runtimes. Lists the IR for the workspace, which serves as the
compute infrastructure for data integration capabilities, like those provided by
pipelines. Task: Hover over the integration runtimes to show the monitoring, code,
and delete (if applicable) links. Click on a code link to show how you can modify
the parameters in JSON format, including the TTL (time to live) setting for the IR.

e Access control. This is where you go to add and remove users to one of three
security groups: workspace admin, SQL admin, and Apache Spark for Azure
Synapse Analytics admin.

¢ Credentials. Contains objects that hold authentication information that can be
used by Azure Synapse Analytics.

+ Managed private endpoints. This is where you manage private endpoints, which
use a private IP address from within a virtual network to connect to an Azure
service or your own private link service. Connections using private endpoints
listed here provide access to Synapse workspace endpoints (SQL, SglOndemand
and Dev).

+ Workspace packages. Workspace packages can be custom code or a specific
version of an open-source library that you would like to use in your Apache Spark
pools held in the Azure Synapse Analytics Workspace.

« Git configuration. Enables you to connect your workspace to a Git repository to
enable source control

v [74 SYNAPSE SQL (Important)

[%4 Azure Synapse Architecture (dedicated SQL Pool)

When a user raises a work/query, the

o

following happens: e ey 4

Step 1: Applications connect and issue ContrelNode

T-SQL commands to a Control node. Massively Parallel Processing (MPP) Engine

. . |

The Control node is the brain of the ‘ ‘ ‘ ‘

architecture. It is the front end that -l = e

interacts with all applications and Ww
ompute Compute Compute Compute
MNode Node Node Node

connections. This node hosts the | | ! |
distributed query engine (MPP), which Azure Storage

dss==s
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optimizes the query for parallel
processing.

Step 2: Control node provides commands to multiple compute nodes (the number
depends on the option we selected during setup - DWU) which will work in parallel to
compute the query. The Compute nodes provide the computational power.
Distributions map to Compute nodes for processing.

Step 3: The Data Movement Service (DMS) is a system-level internal service that
moves data across the nodes as necessary to run queries in parallel and return
accurate results. The number of compute nodes ranges from 1 to 60 and is
determined by the service level for Synapse SQL.

Step 4: A key architectural component of dedicated SQL pools is the decoupled
storage that is segmented into 60 parts. The data is shared by these distributions in
the data layer to optimize the work performance. Distribution is the basic unit of
storage and parallel queries process these distributed data.

When Synapse SQL runs a query, the work is divided into 60 smaller queries that run
in parallel. Each of the 60 smaller queries runs on one of the data distributions. Each
Compute node manages one or more of the 60 distributions. Since there are 60
storage segments and a maximum of 60 MPP compute nodes within the highest
performance configuration of SQL Pools, a 1:1 file to compute node to storage
segment may be viable for ultra-high workloads.

With decoupled storage and compute, when using a dedicated SQL pool, we
can scale each of these independently.

Q; Azure Storage is divided into 60 segments called distributions
Additionally, we can have max 60 compute nodes for computation
So at the highest service level, each compute node will get 1
distribution to work on.
In other cases, each compute node can have more than 1 distributions
to process.

For best practices, check this link.

"4 Azure Synapse Architecture (serverless SQL Pool)
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For a serverless SQL pool, being
serverless, scaling is done automatically
to accommodate query resource
requirements. As topology changes over
time by adding, removing nodes, or
failovers, it adapts to changes and
makes sure your query has enough
resources and finishes successfully. For
example, the following image shows a
serverless SQL pool using four compute
nodes to execute a query.

Serverless SQL pool

e Distributed Query
—
] | Processing Engine

If you use Apache Spark for Azure Synapse in your data pipeline, for data

preparation, cleansing, or enrichment

, you can query external Spark tables

you've created in the process, directly from the serverless SQL pool. (more on

this later)

Serverless SQL Pool
Perform unplanned or ad-hoc analysis work

Only create external data tables

Dedicated SQL Pool
Build data warehouse

If one needs to persist the data

Charged based on the amount of data processes Charges based on DWU (Data Warehouse

(as there’s no underlying infrastructure)

For more detailed differences check this

Units)

link. Also for best practices, check this.

[%4 Designing a data warehouse (link)

Transactional Processing (OLTP) FACT &
DIMENSION TABLE

Used for storing individual entries and
analysis on small sets of data

Access to recent data (maybe only 2022
data)

Updates data (individual transactions are
inserted, delete, and update)
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Analytical Processing (OLAP) FACT &
DIMENSION TABLE

Analyses large batches of data

Access to older data going back years (all
historical data in order to perform analysis)

Optimized for reading operations (only bulk data
should be uploaded, not optimized for individual
entries)
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Transactional Processing (OLTP) FACT &
DIMENSION TABLE

Normalization concept applies and
architecture is generally SNOWFLAKE
schema

Faster real-time access

Usually a single data source

Analytical Processing (OLAP) FACT &
DIMENSION TABLE

Strict adherence to normalization is not followed,
STAR schema is followed (i.e. one or more
dimension tables from SQL Database can be
merged and/or appended to get a single dimension
table in SQL Data Warehouse)

Long-running jobs

Multiple data sources Dimension tables can be
connected from SQL Database, CSV files, and
more for analysis purposes

Q. Ideally, try to replace NULL values with some default values in the
dimension tables, as not doing this can give undesired results while using

reporting tools.

A Fact table can have NULL values with the exception of the key columns
which will be used for joining to the dimension table

Data integrity constraints

Dedicated SQL pools in Synapse Analytics don't support foreign

key and unique constraints as found in other relational database systems like
SQL Server. This means that jobs used to load data must maintain uniqueness and
referential integrity for keys, without relying on the table definitions in the database to

do so.

¥ Transfer Data to a Dedicated SQL pool

In order to proceed ahead, we will need to set up a staging area where data from
the SQL database is first stored before it is moved into Azure Synapse.

-- Lab - Transfer data to our SQL Pool

-- First let's ensure we have the tables defined in the SQL pool

CREATE TABLE [dbo].[SalesFact](
[ProductID] [int] NOT NULL,
[SalesOrderID] [int] NOT NULL,
[CustomerID] [int] NOT NULL,
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[OrderQty] [smallint] NOT NULL,
[UnitPrice] [money] NOT NULL,
[OrderDate] [datetime] NULL,
[TaxAmt] [money] NULL

)

CREATE TABLE [dbo].[DimCustomer](
[CustomerID] [int] NOT NULL,
[StoreID] [int] NOT NULL,
[BusinessEntityID] [int] NOT NULL,
[StoreName] varchar(50) NOT NULL

)

CREATE TABLE [dbo].[DimProduct](
[ProductID] [int] NOT NULL,
[ProductModelID] [int] NOT NULL,
[ProductSubcategoryID] [int] NOT NULL,
[ProductName] varchar(50) NOT NULL,
[SafetyStockLevel] [smallint] NOT NULL,
[ProductModelName] varchar(50) NULL,
[ProductSubCategoryName] varchar(50) NULL

)

SELECT * FROM [dbo].[SalesFact]
SELECT COUNT(*) FROM [dbo].[SalesFact]

SELECT * FROM [dbo].[DimCustomer]
SELECT COUNT(*) FROM [dbo].[DimCustomer]

SELECT * FROM [dbo].[DimProduct]
SELECT COUNT(*) FROM [dbo].[DimProduct]

-- If we need to drop the tables
DROP TABLE [dbo].[SalesFact]
DROP TABLE [dbo].[DimCustomer]

DROP TABLE [dbo].[DimProduct]

Go to Synapse Studio - Integrate » Copy Data tool -~ Run Once now - Create
connection (define source settings) » Select Azure SQL Database — Fill details

- Select the required tables for copying — Create connection (define target
settings) - Select Azure Synapse - Fill details - Option to select column
mapping (if we want to drop certain columns) — Set the staging account details in
the Settings option - In the advanced option we have option to select the copying
procedure (PolyBase, Copy Command or Bulk insert) - review and deploy the
pipeline
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Reading JSON Files

-- Lab - Reading JSON files
-- Here we are using the OPENROWSET Function

SELECT TOP 100
jsonContent
FROM
OPENROWSET (
BULK 'https://appdatalake7000.dfs.core.windows.net/data/log.json',
FORMAT = 'CSV',
FIELDQUOTE = 'Ox0b',
FIELDTERMINATOR ='0Ox0b',
ROWTERMINATOR = 'Ox0a' --Ensure this is different from field terminator
)
WITH (
jsonContent varchar (MAX)
) AS [rows]

-- The above statement only returns all as a single string line by line
-- Next we can cast to seperate columns

SELECT
CAST(JSON_VALUE(jsonContent, '$.Id') AS INT) AS Id,
JSON_VALUE(jsonContent, '$.Correlationid') As Correlationid,
JSON_VALUE(jsonContent, '$.0perationname') AS Operationname,
JSON_VALUE(jsonContent, '$.Status') AS Status,
JSON_VALUE(jsonContent, '$.Eventcategory') AS Eventcategory,
JSON_VALUE(jsonContent, '$.Level') AS Level,
CAST(JSON_VALUE(jsonContent, '$.Time') AS datetimeoffset) AS Time,
JSON_VALUE(jsonContent, '$.Subscription') AS Subscription,
JSON_VALUE(jsonContent, '$.Eventinitiatedby') AS Eventinitiatedby,
JSON_VALUE(jsonContent, '$.Resourcetype') AS Resourcetype,
JSON_VALUE(jsonContent, '$.Resourcegroup') AS Resourcegroup

FROM

OPENROWSET (
BULK 'https://appdatalake7000.dfs.core.windows.net/data/log.json',
FORMAT = 'CSV',
FIELDQUOTE = 'Ox0b',
FIELDTERMINATOR ='0Ox0b',
ROWTERMINATOR = 'Ox0a'

)

WITH (
jsonContent varchar (MAX)

) AS [rows]

DP-203 Notes by Neil Bagchi

84



Migration

v

Distributed /

> Replicated
= Indexing

v

== Partitioning

v

=1 Incremental Load

Queries and Operations across tables

What you should aim for

Load your data as fast as possible to a staging table

Limit data movement when you “Group By” and
“Join” tables

Optimize your table for read performance with the
right indexing

Improved performance when you “Filter” on the
partition key and help manage the data lifecycle

Minimize the disruption for your business users

Prioritize first your queries and transformations in dedicated SQL pool,

second your incremental loads

Synapse SQL dedicated pools have 1) Clustered columnstore
three different types of tables 2) Clustered index
indexing based on how the data is 3) Heap
stored.

1) Hash
Synapse dedicated pools support 2) Round-robin
sharding for all these table types. 3) Replicated

They provide three different ways to

shard the data, as follows:

These methods through which a SQL dedicated pool distributes data among its
tables are also called distribution techniques. Sharding and distribution
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techniques are overlapping technologies that are always specified together in
SQL CREATE TABLE statements.

Table Types (Sharding Patterns for Dedicated SQL
Pool i.e Horizontal Partitioning)

In a dedicated SQL pool, data is already distributed across its 60 distributions, so we
need to be careful in deciding if we need to further partition the data. For example, if
we plan to partition the data further by the months of a year, we are talking about 12
partitions x 60 distributions = 720 sub-divisions. Each of these divisions needs to have
at least 1 million rows; in other words, the table (usually a fact table) will need to have
more than 720 million rows. So, we will have to be careful to not over-partition the data
when it comes to dedicated SQL pools.

There are three different ways to distribute (shard) data among distributions :

1) Hash-distributed tables

(use this on a fact table with a hash column selected carefully)

Highest query performance for joins and aggregations on large tables

This works quicker if the query aggregation works on the hash column that we
defined.

Compute Nodes

Each table row b=longs f‘ ™
Hash

to one distribution
—‘ Function

EEmmELY

Aad L] Ll

Table

|— Distributed table

To shard data into a hash-distributed table, a hash function is used to
deterministically assign each row to one distribution. In the table definition, one of
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the columns is designated as the distribution column. The hash function uses the
values in the distribution column to assign each row to a distribution deterministically.
For eg, all the rows having category id less than 100 goes to one distribution, and so
on.

When choosing the hash column, try to avoid columns having data skew as it would
lead to uneven distribution of rows across the nodes. Also, avoid selecting the date
column.

A quick way to check for data skew is to use becc pow sHowspaceusen . The following SQL
code returns the number of table rows that are stored in each of the 60 distributions.
For balanced performance, the rows in your distributed table should be spread evenly
across all the distributions.

- Find data skew for a distributed table
DBCC PDW_SHOWSPACEUSED( 'dbo.FactInternetSales');

Consider using a hash-distributed table when:
¢ The table size on the disk is more than 2 GB.

* The table has frequent insert, update, and delete operations.

2. Replicated tables

(use it for dimension tables that are smaller in size <2 GB)

Fastest query performance for small tables

Caches a full copy of the table on each compute node. Consequently, replicating a
table removes the need to transfer data among compute nodes before a join or
aggregation but incurs additional overhead.
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Campute Nodes
-
—— e
All table rows are copied
to each compute node foc.
14
Table L
|
B i S SN SN
|

L Replicated table

Don’t consider this table type if the table has a frequent insert, update, and delete
operations as it will require a rebuild of the replicated table. A replicated table provides
the fastest query performance for small tables which with compression should be less
than 2GB as a starting point, static data can be larger.

3) Round-robin distributed tables

(default option during table creation)

Simplest table to create and delivers fast performance when used as a staging
table for loads

A round-robin distributed table distributes data evenly across the table but without
any further optimization. A distribution is first chosen at random and then buffers of
rows are assigned to distributions sequentially. Joins on round-robin tables require
reshuffling data, which takes additional time as it takes time to move data over from
other nodes and collate all the rows together.

Consider this option if there are no joins performed on the tables or in the case when
we don’t have a clear candidate column for the hash distributed table.

Consider using the round-robin distribution for your table in the following scenarios:

When getting started as a simple starting point since it is the default

If there is no obvious joining key

If there is no good candidate column for hash distributing the table

If the table does not share a common join key with other tables
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 If the join is less significant than other joins in the query

+ When the table is a temporary staging table

Summary

Type of
Distribution

Replicated

Round Robin
(default)

Hash

To balance the parallel processing, select a distribution column or set of columns that:

¢ Has many unique values. The distribution column(s) can have duplicate values.

Best Fit for...

—Small dimension tables in a star
schema with less then 2 GB of
storage after the compression
(Synapse does 5x compression). -
Good for small lookup tables. -Good
for dimension tables that are
frequently joined with other big
tables.

—Temporary /staging Table. -No
obvious joining key candidate is
found in the table or If your data
doesn't frequently join with data from
other tables. -When you cannot
identify a single key to distribute your
data. —Small dimension table.

—-Large Fact Tables or historical
Transaction tables are good
candidates. —Large dimension
tables.

Do not use when...

-Many write transactions are on the
table (for example insert, delete and
updates). -If you change the
datawarehouse Units frequently. -
You only use 2 -3 columns out of
many columns in your tables. -you
are indexing a replicated table.

—Performance is slow due to data
movement

—The distribution key can not be
updated -A nullable column is a bad
candidate for any hash distributed
table. —Fact tables that has a default
value in a column is also not a good
candidate to create a hash
distributed table.

All rows with the same value are assigned to the same distribution. Since there
are 60 distributions, some distributions can have > 1 unique value while others

may end with

+ Does not have NULLSs, or has only a few NULLs. For an extreme example, if all

zero values.

values in the distribution column(s) are NULL, all the rows are assigned to the
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same distribution. As a result, query processing is skewed to one distribution, and
does not benefit from parallel processing.

+ Is not a date column. All data for the same date lands in the same distribution or
will cluster records by date. If several users are all filtering on the same date (such
as today's date), then only 1 of the 60 distributions do all the processing work.

"4 Indexing

In SQL-based systems, you might be required to access rows using values other than
the primary key. In such cases, the query engine needs to scan all the rows to find the
value we are looking for. Instead, if we can define a secondary index based on
frequently searched column values, we could avoid the complete table scans and
speed up the query. The secondary index tables are calculated separately from the
primary indexes of the table, but this is done by the same SQL engine.

A well-designed indexing strategy can reduce disk 1/0O operations and consume less
system resources therefore improving query performance, especially when using
filtering, scans, and joins in a query.

1) Clustered Columnstore Index (no secondary index)

By default for an Azure Synapse Dedicated SQL pool table, a clustered columnstore
index gets created automatically. This provides the highest level of data
compression and the best overall query performance. In a normal SQL database,
the data is stored row by row but in SQL DataWarehouse, it is stored column by
column. Clustered columnstore tables will generally outperform a clustered index or
heap tables and are usually the best choice for large tables.

However, this kind of index can’t be created with columns that are of type varchar,
nvarchar, varbinary. Also clustered columnstore index is not ideal for small tables
having less than 60 million rows and also for transient data.
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NOTE:

Y" Since a columnstore index scans a table by scanning column segments of
individual rowgroups, maximizing the number of rows in each rowgroup
enhances query performance. A rowgroup can have a maximum of
1,048,576 rows. However, Columnstore indexes achieve good performance
when rowgroups have at least 100,000 rows.

2) Clustered Index (allow secondary index, no compression)

Clustered index tables are row-based storage tables. They are usually faster for
queries that need row lookups with highly selective filters on the clustered index
column.

Clustered indexes may outperform clustered columnstore tables when a single row
needs to be quickly retrieved. For queries where a single or very few row lookup is

required to perform with extreme speed, consider a clustered index or nonclustered
secondary index.

The disadvantage to using a clustered index is that only queries that benefit are the
ones that use a highly selective filter on the clustered index column. To improve the
filter on other columns, a nonclustered index can be added to other columns.
However, each index that is added to a table adds both space and processing time to
loads.

3) Heap Table - Non-index option (allow secondary index, no
compression)

If we want to create a staging table in our dedicated SQL pool for loading data and

transferring it, we will have to create a Heap table. Heap tables are faster to load and
subsequent reads can be done from the cache. For small lookup tables, with less than
60 million rows, consider using HEAP or clustered index for faster query performance.

¥ Code Example

- Creating a heap table

CREATE TABLE [dbo].[SalesFact_staging](
[ProductID] [int] NOT NULL,
[SalesOrderID] [int] NOT NULL,
[CustomerID] [int] NOT NULL,
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[OrderQty]

[smallint] NOT NULL,

[UnitPrice] [money] NOT NULL,
[OrderDate] [datetime] NULL,
[TaxAmt] [money] NULL

)
WITH(HEAP,

DISTRIBUTION
)

= ROUND_ROBIN --Usually used for fast loading of data

CREATE INDEX ProductIDIndex ON [dbo].[SalesFact_staging] (ProductID)
--Explicitly create a non-clustered index since we are not using clustered table

Type

Heap

Clustered index

Clustered
columnstore
index (CCI)
(default)

/*If you intend to use a snowflake schema in which dimension tables are related to one a
nother, you should include the key for the parent dimension in the definition of the chi
1d dimension table. For example, the following SQL code could be used to move the geogra
phical address details from the DimCustomer table to a separate DimGeography dimension t

able:*/

Great fit for...

* Staging/temporary table *
Small tables with small
lookups

* Tables with up to 100
million rows * Large tables
(more than 100 million
rows) with only 1-2 columns
heavily used

* Large tables (more than
100 million rows)

CREATE TABLE dbo.DimGeography

(

GeographyKey INT IDENTITY NOT NULL,

GeographyAlternateKey NVARCHAR(10) NULL,

StreetAddress NVARCHAR(100),
City NVARCHAR(20),
PostalCode NVARCHAR(10),
CountryRegion NVARCHAR(20)

WITH
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* Any lookup scans the full table

* Used on a replicated table * You have
complex queries involving multiple join and
Group By operations * You make updates on
the indexed columns: it takes memory

* Used on a replicated table * You make
massive update operations on your table *
You overpartition your table: row groups do
not span across different distribution nodes
and partitions
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DISTRIBUTION = REPLICATE,
CLUSTERED COLUMNSTORE INDEX

)i

CREATE TABLE dbo.DimCustomer

(
CustomerKey INT IDENTITY NOT NULL,
CustomerAlternateKey NVARCHAR(15) NULL,
GeographyKey INT NULL,
CustomerName NVARCHAR(80) NOT NULL,
EmailAddress NVARCHAR(50) NULL,
Phone NVARCHAR(25) NULL

)
WITH

(
DISTRIBUTION = REPLICATE,
CLUSTERED COLUMNSTORE INDEX

)i

/*The following code example creates a hypothetical fact table named FactSales that is r
elated to multiple dimensions through key columns (date, customer, product, and store)*/

CREATE TABLE dbo.FactSales

(
OrderDateKey INT NOT NULL,
CustomerKey INT NOT NULL,
ProductKey INT NOT NULL,
StoreKey INT NOT NULL,
OrderNumber NVARCHAR(10) NOT NULL,
OrderLineItem INT NOT NULL,
OrderQuantity SMALLINT NOT NULL,
UnitPrice DECIMAL NOT NULL,
Discount DECIMAL NOT NULL,
Tax DECIMAL NOT NULL,
SalesAmount DECIMAL NOT NULL

)
WITH

(
DISTRIBUTION = HASH(OrderNumber),
CLUSTERED COLUMNSTORE INDEX

)i

/*Staging tables are used as temporary storage for data as it's being loaded into the da
ta warehouse. The following code example creates a staging table for product data that w
ill ultimately be loaded into a dimension table:*/

CREATE TABLE dbo.StageProduct

(
ProductID NVARCHAR(10) NOT NULL,
ProductName NVARCHAR(200) NOT NULL,
ProductCategory NVARCHAR(200) NOT NULL,
Color NVARCHAR(10),
Size NVARCHAR(10),
ListPrice DECIMAL NOT NULL,
Discontinued BIT NOT NULL
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)
WITH

(
DISTRIBUTION = ROUND_ROBIN,
CLUSTERED COLUMNSTORE INDEX

)i

/*In some cases, if the data to be loaded is in files with an appropriate structure, it
can be more effective to create external tables that reference the file location. This
way, the data can be read directly from the source files instead of being loaded into t

he relational store.*/

-- External data source links to data lake location
CREATE EXTERNAL DATA SOURCE StagedFiles
WITH (
LOCATION = 'https://mydatalake.blob.core.windows.net/data/stagedfiles/"'
)i
GO

-- External format specifies file format
CREATE EXTERNAL FILE FORMAT ParquetFormat
WITH (
FORMAT_TYPE = PARQUET,
DATA_COMPRESSION = 'org.apache.hadoop.io.compress.SnappyCodec'
)i
GO

-- External table references files in external data source
CREATE EXTERNAL TABLE dbo.ExternalStageProduct
(

ProductID NVARCHAR(10) NOT NULL,

ProductName NVARCHAR(200) NOT NULL,

ProductCategory NVARCHAR(200) NOT NULL,

Color NVARCHAR(10),

Size NVARCHAR(10),

ListPrice DECIMAL NOT NULL,

Discontinued BIT NOT NULL

)
WITH

(
DATA_SOURCE = StagedFiles,

LOCATION = 'products/*.parquet',
FILE_FORMAT = ParquetFormat

)i

"4 Table Partition

Logically splitting data into smaller manageable parts based on some column value
e.g. splitting sales data by different provinces of Canada. Normally, data is
partitioned on the date column.
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As a result, partitioning helps is filtering data when using the WHERE clause in
queries

Load Benefit: The primary benefit of partitioning in a dedicated SQL pool is to
improve the efficiency and performance of loading data by use of partition deletion,
switching, and merging. Partition switching can be used to quickly remove or replace a
section of a table. Where deleting the individual rows could take hours, deleting an
entire partition could take seconds.

Query Benefit: A query that applies a filter to partitioned data can limit the scan to
only the qualifying partitions. This method of filtering can avoid a full table scan and
only scan a smaller subset of data. With the introduction of clustered columnstore
indexes, the predicate elimination performance benefits are less beneficial, but in
some cases, there can be a benefit to queries.

¥ Code Example

-- Lab - Creating a table with partitions
DROP TABLE [logdata]

CREATE TABLE [logdata]

(
[Id] [int] NULL,
[Correlationid] [varchar](200) NULL,
[Operationname] [varchar](200) NULL,
[Status] [varchar](160) NULL,
[Eventcategory] [varchar](100) NULL,
[Level] [varchar](160) NULL,
[Time] [datetime] NULL,
[Subscription] [varchar](200) NULL,
[Eventinitiatedby] [varchar](1000) NULL,
[Resourcetype] [varchar](1000) NULL,
[Resourcegroup] [varchar](1000) NULL

)

COPY INTO logdata FROM 'https://datalake2000.blob.core.windows.net/data/cleaned/Lo
g.csv' WITH( FIRSTROW=2)

-- Let's first inspect our table to see the range of dates

SELECT FORMAT(Time, 'yyyy-MM-dd') AS dt,COUNT(*) FROM logdata
GROUP BY FORMAT(Time, 'yyyy-MM-dd')

/* Output will be partitioned by the date column For eg:

dt (No column name)
2021-01-01 501
2021-01-02 45
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2021-01-31 240 Cs
2021-12-01 11 ... and so on
We can see that we don't have an even distribution of data across the dates*/

-- Let's drop the existing table if it exists
DROP TABLE logdata

-- Let's create a new table with partitions

CREATE TABLE [logdata]

(
[Id] [int] NULL,
[Correlationid] [varchar](200) NULL,
[Operationname] [varchar](200) NULL,
[Status] [varchar](160) NULL,
[Eventcategory] [varchar](100) NULL,
[Level] [varchar](160) NULL,
[Time] [datetime] NULL,
[Subscription] [varchar](200) NULL,
[Eventinitiatedby] [varchar](10600) NULL,
[Resourcetype] [varchar](1000) NULL,
[Resourcegroup] [varchar](1000) NULL

)

WITH

(

PARTITION ( [Time] RANGE RIGHT FOR VALUES

('2021-04-01"', '2021-05-01"', '2021-06-01")

)

/* First partition is any data <ist April,
2nd partition between 1st Apr and 1st may,
3rd partition between 1st May and 1st June
4th any date >= 1st June */

-- Copy data into the table
COPY INTO logdata FROM 'https://datalake2000.blob.core.windows.net/data/cleaned/Lo
g.csv' WITH ( FIRSTROW=2 )

-- View the partitions

SELECT QUOTENAME(s.[name])+'.'+QUOTENAME(t.[name]) as Table_name

. i.[name] as Index_name

. p.partition_number as Partition_nmbr

. p.[rows] as Row_count

. p.[data_compression_desc] as Data_Compression_desc

FROM sys.partitions p

JOIN sys.tables t ON p.[object_id]

JOIN sys.schemas S ON t.[schema_id]

JOIN sys.indexes i ON p.[object_id]
AND p.[index_Id]

t.[object_id]
s.[schema_id]
i.[object _Id]
i.[index_Id]

WHERE t.[name] = 'logdata'
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/* The Output is:

Table_name 900 Partition_nmbr Row_count Data_compression_desc
[dbo].[logdata] ce 1 250 COLUMNSTORE
[dbo].[logdata] ce 2 250 COLUMNSTORE
[dbo].[logdata] ce 3 250 COLUMNSTORE
[dbo].[logdata] 4 250 COLUMNSTORE */

Partition Switching

-- Lab - Switching partitions

-- Create a new table with partitions

-- Switch partitions

-- This can be done with the Alter command.

-- But the alter command will not work if the table has a clustered column store in
dex

-- When using the CREATE TABLE AS, we need to mention a distribution type

CREATE TABLE [logdata new]

WITH

(

DISTRIBUTION = ROUND_ROBIN, --Default option

PARTITION ( [Time] RANGE RIGHT FOR VALUES
('2021-05-01"', '2021-06-01")

) )
AS

SELECT *

FROM logdata

WHERE 1=2 --Since its always false, it will just copy the schema of the logdata to
the logadata new

-- Switch the partitions and then see the data
ALTER TABLE [logdata] SWITCH PARTITION 2 TO [logdata_new] PARTITION 1;

--Data from portion 2 is going to be moved only and the previous logdata table will
be left with partitions 1,3,4

SELECT count(*) FROM [logdata new]
SELECT FORMAT(Time, 'yyyy-MM-dd') AS dt,COUNT(*) FROM logdata new
GROUP BY FORMAT(Time, 'yyyy-MM-dd')

[%4 slowly Changing Dimensions (SCD)
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Slowly changing dimensions (SCD) are tables in a
dimensional model that handle changes to dimension values
over time and not on a set schedule.

Over time, it is possible that certain product name changes or maybe a customer
changes phone number. This will lead to the case where we will have to change the
dimension table to reflect these changes. There are various strategies to tackle the
different cases.

e Type 1

A Type 1 SCD always reflects the latest values, and when
changes in source data are detected, the dimension table
data is overwritten

E.g. When a customer's email address or phone number changes, the dimension
table updates the customer row with the new values.

WWW EmailAddress CompanyName InsertedDate ModifiedDate

Keith Harris keithO@aw.com Progressive Sports 2021-03-20 2021-03-20

3 Donna Carreras donna0O@aw.com A Bike Store 2021-03-20 2021-03-20

Keith Harris keithO@aw.com Progressive Sports 2021-03-20 2021-03-20

3 Donna Carreras donna0@aw.com B|kes, Bikes, Blkes 2021-03-20 2021—03-22

Link to an example showing the detailed implementation steps
* Type 2 (important):

A Type 2 SCD supports the versioning of dimension
members. It includes columns that define the date range
validity of the version (for example, startpate and Endpate )
and possibly a flag column (for example, iscurrent ) to
easily filter by current dimension members.
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Current versions may define an empty end date (or 12/31/9999), which indicates
that the row is the current version. The table must also define a surrogate key
because the business key (in this instance, employee ID) won't be unique.

Southwest 2021-03-20  9999-12-31  True

— 7 331 Susan Eaton 2021-03-20  9999-12-31  True
Southwest 2021-03-20 9999-12-31 True
2 331 Susan Eaton Southcentral ~ 2021-03-20 (2021-03-21  False |
_>| 3 331 Susan Eaton Southeast 2021-03-22  9999-12-31  True |

NOTE: Surrogate keys are secondary row identification keys. They are
added in all SCD2 cases because the primary identification key will not
be unique anymore with newly added rows.

v Code to apply type 1 and 2 logic

/*Logic to implement Type 1 and Type 2 updates can be complex, and there are var
ious techniques you can use. For example, you could use a combination of UPDATE
and INSERT statements as shown in the following code example:*/

-- Insert new customers
INSERT INTO dbo.DimCustomer
SELECT stg.CustomerNo,
stg.CustomerName,
stg.EmailAddress,
stg.Phone,
stg.StreetAddress
FROM dbo.StageCustomers AS stg
WHERE NOT EXISTS
(SELECT * FROM dbo.DimCustomer AS dim
WHERE dim.CustomerAltKey = stg.CustomerNo);

-- Type 1 updates (name, email, phone)
UPDATE dbo.DimCustomer
SET CustomerName = stg.CustomerName,
EmailAddress = stg.EmailAddress,
Phone = stg.Phone
FROM dbo.StageCustomers AS stg
WHERE dbo.DimCustomer.CustomerAltKey = stg.CustomerNo;
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-- Type 2 up
INSERT INTO

dates (geographic address)
dbo.DimCustomer

SELECT stg.CustomerNo AS CustomerAltKey,
stg.CustomerName,
stg.EmailAddress,
stg.Phone,
stg.StreetAddress,
stg.City,
stg.PostalCode,
stg.CountryRegion

FROM dbo.StageCustomers AS stg

JOIN dbo.DimCustomer AS dim

ON stg.Custo
AND stg.Stre

/*As an alternative to using multiple INSERT and UPDATE statement, you can use a
single MERGE statement to perform an "upsert" operation to insert new records an
d update existing ones, as shown in the following example, which loads new produ
ct records and applies type 1 updates to existing products*/

MERGE dbo.Di
USING (S

ON src.P
WHEN MATCHED
UPDATE S
tgt.

tgt.

tgt.

tgt.

tgt.

tgt.

WHEN NOT MAT

merNo = dim.CustomerAltKey
etAddress <> dim.StreetAddress;

mProduct AS tgt

ELECT * FROM dbo.StageProducts) AS src
roductID = tgt.ProductBusinessKey
THEN

ET

ProductName = src.ProductName,
ProductCategory = src.ProductCategory
Color = src.Color,

Size = src.Size,

ListPrice = src.ListPrice,
Discontinued = src.Discontinued

CHED THEN

INSERT VALUES

(src

Src.

Src

Src.
Src.

Src

Src.

/*Another way to load a combination of new and updated data into a dimension tab
le is to use a CREATE TABLE AS (CTAS) statement to create a new table that conta
ins the existing rows from the dimension table and the new and updated records f
rom the staging table. After creating the new table, you can delete or rename th
e current dimension table, and rename the new table to replace it.*/

CREATE TABLE
WITH
(
DISTRIBU
CLUSTERE
)
AS
-- New or up
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.ProductCategory,
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Size,
.ListPrice,
Discontinued);

dbo.DimProductUpsert

TION = REPLICATE,
D COLUMNSTORE INDEX

dated rows
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SELECT stg.
stg.
stg.
stg.
stg.
stg.

.Discontinued

FROM dbo.

stg

UNION ALL
-- Existing

SELECT dim.
dim.
dim.
dim.
dim.
dim.
dim.
FROM dbo.

ProductID AS ProductBusinessKey,
ProductName,

ProductCategory,

Color,

Size,

ListPrice,

StageProduct AS stg

rows
ProductBusinessKey,
ProductName,
ProductCategory,
Color,

Size,

ListPrice,
Discontinued
DimProduct AS dim

WHERE NOT EXISTS

(  SELECT

*

FROM dbo.StageProduct AS stg

WHERE stg.ProductId =

);

RENAME OBJECT dbo.DimProduct TO DimProductArchive;
RENAME OBJECT dbo.DimProductUpsert TO DimProduct;

* Type 3:

A Type 3 SCD supports storing two versions of a
dimension member as separate columns.

Here instead of having multiple rows to signify changes, we have multiple columns.
We do have an effective/modified date column to show when the change took

place.

Harris keithO@aw.com keithO@aw.com

Keith

3 Donna

Keith

3 Donna
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dim.ProductBusinessKey

Progressive Sports

Carreras donnaO@aw.com A Bike Store

Harris keithO@aw.com keithO@aw.com

Carreras donna0O@aw.com A Bike Store

Progressive Sports

2021-03-20 2021-03-22
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* Type 6:

A Type 6 SCD combines Type 1, 2, and 3. In Type 6 design
we also store the current value in all versions of that entity
so you can easily report the current value or the historical
value.

Southwest Southwest 2021-03-20  9999-12-31  True

2 331 Susan Eaton |Southcentra| Southcentral |2021-03-20 9999-12-31  True

Southwest Southwest 2021-03-20  9999-12-31  True

2 331 Susan Eaton Southcentral 2021-0320  2021-03-21

3 331 Susan Eaton Southeast Southeast 2021-03-22  9999-12-31  True |

[Y4 Window Functions (also used in stream analytics)

A window function enables you to perform a mathematical equation on a set of data
that is defined within a window. The mathematical equation is typically an aggregate
function; however, instead of applying the aggregate function to all the rows in a table,
it is applied to a set of rows that are defined by the window function, and then the
aggregate is applied to it.

A suite of functions that are helpful and easier compared to complex queries since
they reduce the need for intermediate tables to store temporary data. These functions
are used only when we have a requirement to work with a specific window/time period.

For e.g.

Running Total of Revenue for each Week,
Top N products for a week’s sale,

Moving Averages over the last 3 rows

When using the windowing function with SQL pools, we will use the OVER clause.
This clause determines the partitioning and ordering of a rowset before the window
function is applied.

¥ Code Example
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-- Lab - Windowing Functions

SELECT
ROW_NUMBER() OVER(
PARTITION BY [ProductID]
ORDER BY [OrderQty]) AS "Row Number"
, [ProductID]
, [CustomerID]
, [OrderQty]
, [UnitPrice]
FROM [dbo].[SalesFact]
ORDER BY [ProductID]

/* Output will be partitioned by the Product Id column For eg:

Row num ProdId
1 700
2 700
12 700 e
1 701 ... and so on*/
SELECT

ROW_NUMBER() OVER(

PARTITION BY [ProductID]

ORDER BY [OrderQty]) AS "Row Number"
, [ProductID]
, [CustomerID]
, [OrderQty]
,SUM([OrderQty]) OVER(

PARTITION BY [ProductID]) AS TotalOrderQty

, [UnitPrice]
FROM [dbo].[SalesFact]
ORDER BY [ProductID]

#Running Sum - Order by day

FROM groceries

SELECT id

, revenue

, day

,SUM(revenue) over (order by day) as running_total;

[%4 Surrogate Keys

Generally, data for dimension tables can come from multiple sources and if the
primary key column for these tables is the same then we won't have a way to
distinguish between the different rows. Thus we would want to have surrogate keys
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to distinguish the rows (as simple as a new index column). The surrogate key is also
referred to as a hon-business key

¥ Code Example

- Lab - Surrogate keys for dimension tables

- First let's ensure we have the tables defined in the SQL pool
- Let's do this for one dimension table

- First drop the table if you have it in place
DROP TABLE [dbo].[DimProduct]

CREATE TABLE [dbo].[DimProduct] (

[ProductSK] [int] IDENTITY(1,1) NOT NULL, --destination table surrogate key colum
n
--the values will be generated automatically but not necessarily in incrementing fa
shion

[ProductID] [int] NOT NULL,

[ProductModelID] [int] NOT NULL,

[ProductSubcategoryID] [int] NOT NULL,

[ProductName] varchar(50) NOT NULL,

[SafetyStockLevel] [smallint] NOT NULL,

[ProductModelName] varchar(50) NULL,

[ProductSubCategoryName] varchar(50) NULL

%4 Dynamic data masking

Dynamic data masking helps prevent unauthorized access to
sensitive data by enabling customers to designate how much of
the sensitive data to reveal with minimal impact on the application
layer. It's a policy-based security feature that hides the sensitive
data in the result set of a query over designated database fields,
while the data in the database is not changed.

* No change in the physical layer
« Data in the database is not changed
* Not the same as data encryption
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+ No additional development effort is needed at the application level

¢ Security: Should not be used as a primary security layer
» DDM should not be used as an isolated measure to fully secure sensitive data
 ad-hoc query permissions can apply techniques to gain access to the actual

data.

¢ Other considerations

» Masked columns can be updated if the user has permission
» Export masked from source data results in masked data in the target table

ID PersonName EmailAddress CreditCardNumber SocialSecurityNumber
[ | Anoop Kumar abedefgh@hotmail.com 1234-5678-4321-8765 123-45-6789
1 Rahul Gupta amitguptaabedefg@hotmail com 8765-1234-5678-4321 231-45-6787
1 Amit Goel amitgoelabedefgh@hotmail.com 4321-1234-5678-4321 321-45-6700
1D PersonName EmailAddress CreditCardNumber SocialSecurityNumber
|gs90 | AXXXr aXXX@XXXX.com XXUXXHHX-XXXX-BT B XXXX
7604 RXXXa aXXX@XXXX.com X000 X0x-4321 XXXX
AXXXI aXXX@XXXX.com HOO-I000CX000-4321 A

Random Number function -
generates random number
based on selected boundaries
and actual data type.

Can be applied only numbers,
not string

Email function — Exposes
the first letter and replace
the domain with xxx.com

Default function - Full masking of data.
For numeric = 0
For String — XXXX characters

Custom String function - You shown

Credit Card function - Only the
last four digits of Credit card are

can define the exposed prefix, the
padding string and exposed suffix

Function Description

Full masking according to the data types of the
designated fields. For string data types, use
XXXX or fewer Xs if the size of the field is fewer
than 4 characters. For numeric data types use a
zero value. For date and time data types use
01.01.1900 00:00:00.0000000. For binary data
types use a single byte of ASCII value 0.

Default

Masking method that exposes the first letter of
an email address and the constant suffix ".com",
in the form of an email address axxxa@xxxx.com .

Email
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Example column

definition syntax: phone#
varchar(12) MASKED WITH
(FUNCTION = 'default()')
NULL

Example definition

syntax: Email varchar(160)
MASKED WITH (FUNCTION =
'email()"') NULL
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Function Description

A random masking function for use on any
Random numeric type to mask the original value with a
random value within a specified range.

Masking method that exposes the first and last
letters and adds a custom padding string in the

. middle. prefix, [padding], suffix Note: If the
Custom String o . )
original value is too short to complete the entire

mask, part of the prefix or suffix won't be
exposed.

v Code Example

-- Azure Example

--DROP TABLE TestDDM

Create table TestDDM
(ID Int,
PersonName varchar (100),
EmailAddress varchar(120),
CreditCardNumber varchar(19),
SocialSecurityNumber varchar(11)

Examples

Example definition

syntax: Account Number
bigint MASKED WITH
(FUNCTION = 'random([start
range], [end range])')

Example definition

syntax: rirstname
varchar (100) MASKED WITH
(FUNCTION =
'partial(prefix,
[padding], suffix)') NULL

INSERT INTO TestDDM Values (1, 'Anoop Kumar', 'abcdefgh@hotmail.com', '1234-5678-432

1-8765"', '123-45-6789")

INSERT INTO TestDDM Values (1, 'Rahul Gupta', 'amitguptaabcdefg@hotmail.com', '8765-

1234-5678-4321"', '231-45-6787")

INSERT INTO TestDDM Values (1, 'Amit Goel', 'amitgoelabcdefgh@hotmail.com', '4321-12

34-5678-4321"', '321-45-6700")

SELECT * FROM TestDDM

/* After this we can go into Azure -> Security -> Dynamic Data masking where we can
provide all the functions. Similar task can be done from SQL query as well */

-- SQL Server Example

CREATE TABLE Membership
(MemberID int IDENTITY PRIMARY KEY,

FirstName varchar(100) MASKED WITH (FUNCTION = 'partial(l,"XXXXXXX",0)') NULL,

LastName varchar(100) NOT NULL,

Phone varchar(12) MASKED WITH (FUNCTION = 'default()') NULL,
Email varchar(100) MASKED WITH (FUNCTION = 'email()') NULL);
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Home > SQLPool01 (asaworkspacecto/SQLPool01)

SQLPool01 (asaworkspacecto/SQLPool01) | Dynamic Data Masking

Dedicated SQL pool

‘p Search (Ctrl+/) ’ « —|— Add mask | Feedback

w Overview Learn more - Getting Started Guide o
Activity log Masking rules
A Access control (IAM) Mask name Mask Function
@ Tags You haven't created any masking rules.

Settings SQL users excluded from masking (administrators are always excluded) ©

SQL users excluded from masking (administrators are always excluded)

B Workload management

E% Maintenance schedule Recommended fields to mask

& Geo-backup policy Schema Table Column

¢ Connection strings dbo EmailAnalytics Zip_Code Add mask
ill Properties dbo EmailAnalytics Email_Status Add mask
E] Locks dbo department_visit_cust... Phone_and_GPS Add mask
Security dbo CustomerVisitF_Spark Phone_and_GPS Add mask
E Auditing wwi_poc Customer FirstName Add mask
% Data Discovery & Classification wwi_poc Customer LastName Add mask
& Dynamic Data Masking wwi_poc Customer FullName Add mask
©  Security Center wwi_poc Customer BirthDate Add mask
© Transparent data encryption wwi_poc Customer Address_PostalCode Add mask

"4 Workload management

Workload management is the process of allowing
administrators to control certain aspects of the warehouse to
perform at optimal levels when executing tasks such as
loading and transforming data.

Dedicated SQL pool workload management in Azure Synapse consists of three high-
level concepts:

o Workload Classification

Workload management classification allows workload policies to be applied to
requests through assigning resource classes and importance.

The simplest and most common classification is load and query. For eg, having a
workload policy for load activity assigning it a higher resource class with more
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resources and another workload policy for querying, providing it lower importance
compared to load activities.

+ Workload Importance

Workload importance influences the order in which a request gets access to
resources. On a busy system, a request with higher importance has first access to
resources. There are five levels of importance: low, below_normal, normal,

above normal, and high. Requests that don't set importance are assigned the
default level of normal.

« Workload Isolation

Workload isolation reserves resources for a workload group. Resources reserved
in a workload group are held exclusively for that workload group to ensure
execution. Workload groups give you the ability to reserve or cap the amount of
resources a set of requests can consume. Finally, workload groups are a
mechanism to apply rules, such as query timeout, to requests.

/* We can create multiple workload groups in order to provision compute resources such t
hat two different tasks such that an user loading data doesn't use the full resource cap
acity when an user already performing some analysis job*/

CREATE WORKLOAD GROUP Dataloads --Workload Isolation
WITH (
MIN_PERCENTAGE_RESOURCE = 80
, CAP_PERCENTAGE_RESOURCE = 100
, REQUEST_MIN_RESOURCE_GRANT_PERCENT = 4 -- factor of 80 (guaranteed more than 20 con
currencies)
)i
--[Max Concurrency] = [CAP_PERCENTAGE_RESOURCE] / [REQUEST_MIN_RESOURCE_GRANT_PERCENT]

CREATE WORKLOAD CLASSIFIER [ELTLogin] --Workload Classification
WITH (

WORKLOAD_GROUP = 'DataLoads'

, MEMBERNAME = 'user_load'

, IMPORTANCE = High -- Workload Importance

)5

[%4 Materialized Views

Views are logical projections of data from multiple tables. A standard view computes
its data each time when the view is used. There's no data stored on disk. A
materialized view pre-computes, stores, and maintains its data in a dedicated

DP-203 Notes by Neil Bagchi 108



SQL pool just like a table. They are not supported by default in serverless SQL
pools. Recomputation isn't needed each time a materialized view is used. That's why
queries that use all or a subset of the data in materialized views can gain faster

performance.
Comparison View Materialized View
. — Stored in Azure i

View definition Stored in Azure data warehouse.
data warehouse.
Generated each Pre-processed and stored in Azure data warehouse

View content time when the during view creation. Updated as data is added to
view is used. the underlying tables.

Data refresh Always updated Always updated

Speed to retrieve
view data from Slow Fast
complex queries

Extra storage No Yes

Syntax CREATE VIEW CREATE MATERIALIZED VIEW AS SELECT

Materialized views results in increased performance since the data within the view can
be fetched without having to resolve the underlying query to base tables. You can also
further filter and supplement other queries as if it is a table also. In addition, you also
can define a different table distribution within the materialized view definition that is
different from the table on which it is based. As the data in the underlying base tables
change, the data in the materialized view will automatically update without user
interaction.

There are several restrictions that you must be aware of before defining a materialized
view:

e The SELECT list in the materialized view definition needs to meet at least one of
these two criteria:

o The SELECT list contains an aggregate function.

o GROUP BY is used in the Materialized view definition and all columns in
GROUP BY are included in the SELECT list. Up to 32 columns can be used in
the GROUP BY clause.

e Supported aggregations include MAX, MIN, AVG, COUNT, COUNT_BIG, SUM,
VAR, STDEV.
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e Only the hash and round_robin table distribution is supported in the definition.

e Only CLUSTERED COLUMNSTORE INDEX is supported by materialized view.

CREATE MATERIALIZED VIEW [ schema_name. ] materialized_view_name
WITH (
<distribution_option>

)

AS <select_statement>

;]

<distribution_option> ::=

{
DISTRIBUTION = HASH ( distribution_column_name )
| DISTRIBUTION = HASH ( [distribution_column_name [, ...n]] )
| DISTRIBUTION = ROUND_ROBIN
3

<select_statement> ::=
SELECT select_criteria

--Example
--When MIN/MAX aggregates are used in the SELECT list of materialized view definition, F
OR_APPEND is required

CREATE MATERIALIZED VIEW mv_test2

WITH (distribution = hash(i_category id), FOR_APPEND)

AS

SELECT MAX(i.i_rec_start_date) as max_i_rec_start_date, MIN(i.i_rec_end_date) as min_i r
ec_end_date, i.i_item sk, i.i_item id, i.i_category_id

FROM syntheticworkload.item i

GROUP BY i.i item_sk, i.i item_id, i.i_category_id

%4 Result set Caching

Caching refers to storing intermediate data in faster storage layers to speed up
queries. When result set caching is enabled, a dedicated SQL pool automatically
caches query results in the user database for repetitive use. Thus, enable resultset
caching when you expect results from queries to return the same values.

This option stores a copy of the result set on the control node so that queries do not
need to pull data from the storage subsystem or compute nodes. The capacity for the
resultset cache is 1 TB and the data within the resultset cache is expired and purged
after 48 hours of not being accessed.
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Azure Synapse SQL automatically caches query results in the user database for
repetitive use. Resultset caching allows subsequent query executions to get results
directly from the persisted cache so recomputation is not needed. Result set caching
improves query performance and reduces compute resource usage.

To enable result set caching, run this command when connecting to the MASTER
database.

ALTER DATABASE [database_name]
SET RESULT_SET_CACHING ON;

{ Row and Column Level Security

Column-level security simplifies the design and coding of security in your
application, allowing you to restrict column access to protect sensitive data. For
example, ensuring those specific users can access only certain columns of a table
pertinent to their department. The way to implement column-level security is by using
the crant T-SQL statement.

GRANT SELECT on dbo.Customers
(Customerld, FirstName, LastName) to
ContractEmp

GRANT <permission> [ ,...n ] ON

[ OBJECT :: ][ schema_name ]. object_name [ ( column [ ,...n ] ) ] // specifying the
column access

TO <database_principal> [ ,...n ]

Row-level security (RLS) can help you to create a group membership or execution
context in order to control not just columns in a database table, but actually, the rows.
The way to implement RLS is by using the create security poLicy Statement. For
reading more.

| Transparent Data Encryption
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Transparent data encryption (TDE) helps protect Azure Synapse Analytics against the
threat of malicious offline activity by encrypting data at rest. It performs real-time
encryption and decryption of the database, associated backups, and transaction log
files at rest without requiring changes to the application. It is enabled by default.

Managed identities provide Azure services with an automatically managed identity in
Azure Active Directory. You can use the Managed Identity capability to authenticate to
any service that supports Azure Active Directory authentication.

| Statistics to improve query performance

When queries are submitted, a dedicated SQL pool query optimizer tries to determine
which access paths to the data will result in the least amount of effort to retrieve the
data required to resolve the query. It is a cost-based optimizer that compares the cost
of various query plans and then chooses the plan with the lowest cost. After loading
data into a dedicated SQL pool, collecting statistics on your data is one of the most
important things you can do for query optimization.

It tracks cardinality and range density to determine which data access paths
return the fewest rows for speed.

For example, if the optimizer estimates that the date your query is filtering on will
return one row, it will choose one plan. If it estimates that the selected date will return
1 million rows, it will return a different plan.

%4 Scale Compute Resources

In SQL pools, the unit of scale is an abstraction of compute power that is known as a
data warehouse unit. Compute is separate from storage, which enables you to scale
compute independently of the data in your system. This means you can scale up and
scale down the compute power to meet your needs.

You can scale a Synapse SQL pool either through the Azure portal, Azure Synapse
Studio or programmatically using TSQL or PowerShell.
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v [74 APACHE SPARK (Important)

Apache Spark processes large amounts of data in-memory, which boosts the
performance of analyzing big data more effectively, and this capability is available
within Azure Synapse Analytics referred to as Spark pools.

Spark pool clusters are groups of computers that are treated as a single computer and
handle the execution of commands issued from notebooks. The clusters allow the
processing of data to be parallelized across many computers to improve scale and
performance. It consists of a Spark Driver and Worker nodes. Spark pools in Azure
Synapse can use Azure Data Lake Storage Generation 2 as well as BLOB
storage.

The primary use case for Apache Spark for Azure Synapse Analytics is to process big
data workloads that cannot be handled by Azure Synapse SQL, and where you don't
have an existing Apache Spark implementation.

There are two ways within Synapse to use Spark:

+ Spark Notebooks for doing Data Science and Engineering use Scala, PySpark,
C#, and SparkSQL

¢ Spark job definitions for running batch Spark jobs using jar files.

Link to an example showing_ the detailed implementation steps

Indexing

In Azure, we have technologies that can perform indexing on huge volumes of data.
These indexes can then be used by analytical engines such as Spark to speed up the
queries. One such technology that Azure offers is called Hyperspace.

Hyperspace lets us create indexes on input datasets such as Parquet, CSV, and so
on, which can be used for query optimization. The Hyperspace indexing needs to be
run separately to create an initial index. After that, it can be incrementally updated for
the new data. Once we have the Hyperspace index, any Spark query can leverage the
index, similar to how we use indexes in SQL.

[%4 Delta lake

Delta Lake is an open-source storage layer for Spark that enables relational
database capabilities for batch and streaming data. By using Delta Lake, you can
implement a data lakehouse architecture in Spark to support SQL_based data
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manipulation semantics with support for transactions and schema enforcement. The
result is an analytical data store that offers many of the advantages of a relational
database system with the flexibility of data file stored in a data lake.

The benefits of using Delta Lake include:

+ Relational tables that support querying and data modification. With Delta
Lake, you can store data in tables that support CRUD (create, read, update, and
delete) operations. In other words, you can select, insert, update, and delete rows
of data in the same way you would in a relational database system.

+ Support for ACID transactions. Relational databases are designed to support
transactional data modifications that provide atomicity (transactions complete as a
single unit of work), consistency (transactions leave the database in a consistent
state), isolation (in-process transactions can't interfere with one another),
and durability (when a transaction completes, the changes it made are persisted).
Delta Lake brings this same transactional support to Spark by implementing a
transaction log and enforcing serializable isolation for concurrent operations.

+ Data versioning and time travel. Because all transactions are logged in the
transaction log, you can track multiple versions of each table row, and even use
the time travel feature to retrieve a previous version of a row in a query.

¢ Support for batch and streaming data. While most relational databases include
tables that store static data, Spark includes native support for streaming data
through the Spark Structured Streaming API. Delta Lake tables can be used as
both sinks (destinations) and sources for streaming data.

Delta Lake for Streaming Data

[%4 Integrate SQL and Apache Spark Pools

The Apache Spark to Synapse SQL connector is designed to efficiently transfer data
between serverless Apache Spark pools and dedicated SQL pools in Azure Synapse.
At the moment, the Azure Synapse Apache Spark to Synapse SQL connector works
on dedicated SQL pools only, it doesn't work with serverless SQL pools.

The JDBC API opens the connection, filters, and applies projections, and Apache
Spark reads the data serially. Given that two distributed systems such as Apache
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Spark and SQL pools are being used, using the JDBC API becomes a bottleneck with
a serial transfer of data.

EXiSting Approach: JDBC o JDBC to open connection

o Apply any Filters/Projections

|3...31. - o Spark reads the data serially Spdlﬂz

Arure Storage Asuie Stotage

dsssss dsssss

Therefore, a new approach is to use both JDBC and PolyBase. First, the JDBC opens
a connection, issues Create External Tables As Select (CETAS) statements, and
sends filters and projections. The filters and projections are then applied to the data
warehouse and exported in parallel using PolyBase. Apache Spark reads the data in
parallel based on the user-provisioned workspace and the default data lake storage.

New Approach: JDBC and Polybase

|.: . E_I- o JDBC to issue CETAS + send filters/projections SprK
) m Spark reads the data in parallel
. . . . . . — s i
o IZ DX = == o o O o
Apply any Filters/Projections v Azure Storage -
OW exports the data in paralel : EN-TT T

User Provisioned Workspace-Default Data Lake

As a result, you can use the Azure Synapse Apache Spark Pool to Synapse SQL
connector to transfer data between a Data Lake store via Apache Spark and
dedicated SQL Pools efficiently.

When you deploy an Azure Synapse Apache Spark cluster, the Azure Data Lake
Gen2 capability enables you to store Apache Spark SQL Tables within it. If you
use Apache Spark SQL tables, these tables can be queried from a SQL-based
Transact-SQL language without needing to use commands like CREATE
EXTERNAL TABLE. Within Azure Synapse Analytics, these queries integrate
natively with data files that are stored in an Apache Parquet format.

The integration can be helpful in use cases where you perform an ETL process
predominately using SQL but need to call on the computation power of Apache Spark
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to perform a portion of the extract, transform, and load (ETL) process as it is more
efficient.

Authentication

The authentication between the two systems is made seamless in Azure Synapse
Analytics. The Token Service connects with Azure Active Directory to obtain the
security tokens to be used when accessing the storage account or the data
warehouse in the dedicated SQL pool.

For this reason, there's no need to create credentials or specify them in the connector
API if Azure AD-Auth is configured at the storage account and the dedicated SQL
pool. If not, SQL Authentication can be specified. The only constraint is that this
connector only works in Scala.

Read more

Monitor and Manage workloads

[%4 Scale Compute Resources

Apache Spark pools for Azure Synapse Analytics uses an Autoscale feature that
automatically scales the number of nodes in a cluster instance up and down. During
the creation of a new Spark pool, a minimum and maximum number of nodes can be
set when Autoscale is selected. Autoscale then monitors the resource requirements
of the load and scales the number of nodes up or down. To enable the Autoscale
feature, complete the following steps as part of the normal pool creation process:

1. On the Basics tab, select the Enable autoscale checkbox.
2. Enter the desired values for the following properties:

e Min number of nodes.

e Max number of nodes.

The initial number of nodes will be the minimum. This value defines the initial size of
the instance when it's created. The minimum number of nodes can't be fewer than
three.

You can also modify this in the Azure portal, you can click on the auto-scale
settings icon
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&z Auto-scale Settings

SparkPool01 (asaworkspacecto/SparkPool01) = X

Choose the node size
and the number of
nodes

v 74 SYNAPSE LINK

Hybrid Transactional and Analytical Processing enables businesses to perform
analytics over a database system that is seen to provide transactional capabilities
without impacting the performance of the system. This enables organizations to use a
database to fulfill both transactional and analytical needs to support near real-time
analysis of operational data to make decisions about the information that is being
analyzed.

In an HTAP solution, the transactional data is replicated automatically, with low
latency, to an analytical store, where it can be queried without impacting the
performance of the transactional system.

Link to an example showing_the detailed implementation steps

Synapse Link for SQL - Learn more here or here.

v [% PIPELINE AND DATA FLOW (Important)

Just like Azure Data Factory, Azure Synapse can have one or more pipelines. A
pipeline is a logical grouping of activities that together perform a task. For example, a
pipeline could contain a set of activities that ingest and clean log data, and then kick
off a mapping data flow to analyze the log data. The pipeline allows you to manage
the activities as a set instead of each one individually. You deploy and schedule the
pipeline instead of the activities independently.
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D synapselive v £ Validateall

Integrate v o«
= ) Pipeline
Filter resources by name

Azure Synapse Analytics just
like ADF has the same three
groupings of activities: data
movement activities, data
transformation activities, and
control activities. For revising
the concepts from ADF, click

here.

Eelsras,

Now, a dataset is a named view of data that simply points or references the data you
want to use in your activities as inputs and outputs. Before you create a dataset, you
must create a linked service to link your data store to the Data Factory or Synapse
Workspace. Linked services are like connection strings, which define the connection
information needed for the service to connect to external resources. Think of it this
way; the dataset represents the structure of the data within the linked data stores, and
the linked service defines the connection to the data source. For example, to copy
data from Blob storage to a SQL Database, you create two linked services: Azure
Storage and Azure SQL Database. Then, create two datasets: an Azure Blob dataset
(which refers to the Azure Storage linked service) and an Azure SQL Table dataset
(which refers to the Azure SQL Database linked service).

Select an item

Set properties

Name

| DelimitedTextDataset |

You can choose an existing linked o
service of the type you selected for the [ 4
dataset, or create a new one if one isn’'t Select.

already defined. -

Back Cancel
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In Data Flow, datasets are used in source and sink transformations. The datasets
define the basic data schemas. If your data has no schema, you can use schema drift
for your source and sink.

Pipeline runs are typically instantiated by passing arguments to parameters that you
define in the pipeline. You can execute a pipeline either manually or by using
a trigger. We have the same triggers as in ADF: scheduled, tumbling window, and

event-based.

Finally, The Integration Runtime (IR) provides the compute infrastructure for
completing a pipeline. We have the same three types of IR: Azure, Self-hosted, and

Azure-SSIS.

[%4 So what are the differences between ADF and ASA ?7?

Azure Synapse

Category Feature Azure Data Factory )
Analytics
Integration Using SSIS and SSIS . .
g. g ; ] v v Public preview
Runtime Integration Runtime
Support for Cross-region
Integration Runtime (Data v X
Flows)
v'Can be shared
Integration Runtime Sharing  across different data X
factories
Pipelines . ) .
. SSIS Package Activity V4 v Public preview
Activities
Support for Power Query
Activity (Wrangling Data v X
Flow)
Support for global
pp g v X
parameters
GIT Repositor
p- y GIT Integration v v
Integration
. V'Leverage the
L Monitoring of Spark Jobs for g
Monitoring X Synapse Spark
Data Flow
pools
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[Y4 Data Flows

Since it has already been covered in ADF, please refer there using this link.

[%4 Loading Methods

Analytical systems are constantly balanced between loading and querying workloads.
One of the main design goals in loading data is to manage or minimize the impact on
analytical workloads while loading the data with the highest throughput possible.

Singleton updates: Singleton or smaller transaction batch loads should be grouped
into larger batches to optimize the Synapse SQL Pools processing capabilities. One
way to solve this issue is to develop one process that writes the outputs of an INSERT
statement to a file and then another process to periodically load this file to take

advantage of the parallelism.

Single Client loading method
« SSIS

¢ Azure Data Factory

Can add some parallel capabilities but
are bottlenecked at the control node
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Parallel Reader loading
method

+ PolyBase

Reads from Azure blob and loads to
Azure Synapse Analytics, SQL Server
etc

Bypasses control node and loads
directly into Compute nodes
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Q; NOTE:

While dedicated SQL pools support many loading methods, including
popular SQL Server options such as BCP and the SqlBulkCopy API, the
fastest and most scalable way to load data is through PolyBase
external tables and the COPY INTO <table> FROM command.

If you are using PolyBase, you need to define external tables in your
dedicated SQL pool before loading. PolyBase uses external tables to define
and access the data in Azure Storage. An external table is similar to a
database view. The external table contains the table schema and points to
data that is stored outside the dedicated SQL pool.

PolyBase can't load rows that have more than 1MB of data. When you put
data into the text files in Azure Blob storage or Azure Data Lake Store, they
must have fewer than 1,000,000 bytes of data. This byte limitation is true
regardless of the table schema.

[%4 1) Load data to External Tables/ Serverless SQL
Pool
The data lies in other data sources such as Hadoop, Azure Blob storage, or Azure

Data lake Storage, whereas only the table structure is present in Azure Synapse.
External tables are accessed using a feature called PolyBase

PolyBase is a tool that enables services such as SQL Server and Synapse Dedicated
SQL pool to copy and query data directly from external locations. PolyBase is
integrated into T-SQL, so every time we use a copy InTo <table> FroM cOmmand to
read data from an external storage location, PolyBase kicks in. PolyBase is one of the
fastest and most scalable ways to copy data.

In order to access external tables:
Step 1 - Authorization to use the Data Lake storage account

Step 2 - Define the format of the external file that we will work with e.g. CSV, parquet,
etc
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Step 3 Create and access the external table

¥ Code Examples

-- Lab - Using External tables (Serverless SQL Pool)
/* PolyBase 6 steps Process

CREATE DATABASE ENCRYPTION KEY
CREATE DATABASE-SCOPED CREDENTIAL
CREATE AN EXTERNAL DATA SOURCE
CREATE AN EXTERNAL FILE FORMAT
CREATE AN EXTERNAL TABLE

CREATE A TABLE AS */

o g b~ WN PR

-- First we need to create a database in the serverless pool
CREATE DATABASE [appdb]

/* Ensure to switch the context to the new database (appdb) first */

/* 1. To access your Data Lake Storage account, you will need to create a

Database Master Key to encrypt your credential secret. You then create a Database S
coped Credential to store your secret. The Master Key is required to encrypt the cr
edential secret (Shared Access Signature) in the next step. */

CREATE MASTER KEY ENCRYPTION BY PASSWORD = 'P@sswOrd@123';

/* 2.(for blob storage key authentication): Create a database scoped credential
IDENTITY: Provide any string, it is not used for authentication to Azure storag

SECRET: Provide your Azure storage account key (SAS).
*/
-- Here we are using the Shared Access Signature to authorize the use of the Azure
Data Lake Storage account

CREATE DATABASE SCOPED CREDENTIAL SasToken

WITH IDENTITY='SHARED ACCESS SIGNATURE'

, SECRET = 'sv=2020-02-10&ss=b&srt=sco&sp=r1&se=2021-06-26T14:34:27Z&st=2021-06-26T
06:34:27Z&spr=https&sig=7nxIDOJIFYuddBCnNNTsPoeyY%2BRZokkcgdSUSsrfmAKRc%3D"' ;

--this is the SAS token that will be generated from the Data Lake based on options

/* 3 (for blob): Create an external data source

TYPE: HADOOP - PolyBase uses Hadoop APIs to access data in Azure Data Lake Stora
ge.

LOCATION: Provide Data Lake Storage blob account name and URI

CREDENTIAL: Provide the credential created in the previous step.
*/

CREATE EXTERNAL DATA SOURCE log_data
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WITH ( LOCATION 'https://storageneil.dfs.core.windows.net/data’',
CREDENTIAL = SasToken

/* 4: Create an external file format
FIELD_TERMINATOR: Marks the end of each field (column) in a delimited text file
STRING_DELIMITER: Specifies the field terminator for data of type string in the
text-delimited file.
DATE_FORMAT: Specifies a custom format for all date and time data that might app
ear in a delimited text file.
Use_Type_Default: Store missing values as default for datatype.
*/

CREATE EXTERNAL FILE FORMAT TextFileFormat WITH (
FORMAT_TYPE = DELIMITEDTEXT, --for CSV files
FORMAT_OPTIONS (

FIELD_TERMINATOR = ', ',
FIRST_ROW = 2))

/* 5: Create an External Table
LOCATION: Folder under the Data Lake Storage root folder.
DATA_SOURCE: Specifies which Data Source Object to use.
FILE FORMAT: Specifies which File Format Object to use
REJECT_TYPE: Specifies how you want to deal with rejected rows. Either Value or
percentage of the total
REJECT_VALUE: Sets the Reject value based on the reject type.
*/

/* IMP NOTE

External Tables are strongly typed.

This means that each row of the data being ingested must satisfy the table schema d

efinition. If a row does not match the schema definition, the row is rejected from
the load.

*/

CREATE EXTERNAL TABLE [logdatal]
(
[Id] [int] NULL,
[Correlationid] [varchar](200) NULL,
[Operationname] [varchar](200) NULL,
[Status] [varchar](160) NULL,
[Eventcategory] [varchar](100) NULL,
[Level] [varchar](160) NULL,
[Time] [datetime] NULL,
[Subscription] [varchar](200) NULL,
[Eventinitiatedby] [varchar](10600) NULL,
[Resourcetype] [varchar](1000) NULL,
[Resourcegroup] [varchar](1000) NULL)
WITH (
LOCATION = '/Log.csv',
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DATA_SOURCE log_data, --Data source name defined above with SAS token
FILE_FORMAT = TextFileFormat

/* 6 CREATE TABLE AS - CTAS
CTAS creates a new table and populates it with the results of a select statement.
CTAS defines the new table to have the same columns and data types as the results
of the select statement.
If you select all the columns from an external table, the new table is a replica
of the columns and data types in the external table.
*/

CREATE TABLE [EventHistory]

WITH (DISTRIBUTION = HASH([OperationName] ) )
AS

SELECT * FROM [logdata];

SELECT [Operation name] , COUNT([Operation name]) as [Operation Count]
FROM [logdata]

GROUP BY [Operation name]

ORDER BY [Operation Count]

/* Common errors

1. External table 'logdata' is not accessible because the location does not exist o
r it is used by another process. Here your Shared Access Signature is an issue.

2. Msg 16544, Level 16, State 3, Line 34

The maximum reject threshold is reached. This happens when you try to select the ro

ws of data from the table. This can happen if the rows are not matching the schema
defined for the table

*/

/* By default, tables are defined as clustered columnstore index.

After a load completes, some of the data rows might not be compressed into the colu
mnstore. To optimize query performance and columnstore compression after a load, re
build the table to force the columnstore index to compress all the rows.

*/

ALTER INDEX ALL ON [EventHistory_ Lake] REBUILD;

-- verify the data was loaded into the 60 distributions
-- Find data skew for a distributed table
DBCC PDW_SHOWSPACEUSED( 'EventHistory');

CTAS is a more customizable version of the SELECT...INTO statement.
SELECT...INTO doesn't allow you to change neither the distribution method
nor the index type as part of the operation. You create the new table by
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using the default distribution type of ROUND_ROBIN, and the default table
structure of CLUSTERED COLUMNSTORE INDEX.

-- Lab - (Dedicated SQL Pool) - External Tables - Parquet
CREATE MASTER KEY ENCRYPTION BY PASSWORD = 'P@sswOrd@123';
-- Here we are using the Storage account key for authorization

CREATE DATABASE SCOPED CREDENTIAL AzureStorageCredential
WITH

IDENTITY = 'appdatalake7000',

SECRET = 'VqJnhlUibasTfhSuAxkgIgY97GjRzHLOVNOPk]jD8y+KYz11LSDCT1F6LXlrezAYKL3Mf1bu
LdZoJXa/38BXLYA==";

-- In the SQL pool, we can use Hadoop drivers to mention the source

CREATE EXTERNAL DATA SOURCE log data

WITH ( LOCATION = 'abfss://data@storageneil.dfs.core.windows.net"',
CREDENTIAL = AzureStorageCredential,
TYPE = HADOOP

-- Here we are mentioning the file format as Parquet

CREATE EXTERNAL FILE FORMAT parquetfile
WITH (
FORMAT_TYPE = PARQUET,
DATA_COMPRESSION = 'org.apache.hadoop.io.compress.SnappyCodec'

)i

-- Notice that the column names don't contain spaces
-- When Azure Data Factory was used to generate these files, the column names could
not have spaces

CREATE EXTERNAL TABLE [logdatal]

(
[Id] [int] NULL,
[Correlationid] [varchar](200) NULL,
[Operationname] [varchar](200) NULL,
[Status] [varchar](160) NULL,
[Eventcategory] [varchar](100) NULL,
[Level] [varchar](160) NULL,
[Time] [datetime] NULL,
[Subscription] [varchar](200) NULL,
[Eventinitiatedby] [varchar](10600) NULL,
[Resourcetype] [varchar](1000) NULL,
[Resourcegroup] [varchar](1000) NULL

WITH (
LOCATION = '/parquet/*.parquet', --select all the parquet files from the folder
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DATA_SOURCE
FILE_FORMAT

log_data,
parquetfile

)

/*
A common error can come when trying to select the data, here you can get various er
rors such as MalformedInput

You need to ensure the column names map correctly and the data types are correct as
per the parquet file definition (Data types are embedded)
*/

SELECT * FROM logdata

SELECT [Operation name] , COUNT([Operation name]) as [Operation Count]
FROM logdata

GROUP BY [Operation name]

ORDER BY [Operation Count]

[%4 2) Loading Data into Dedicated SQL Pool

1) Using the Copy statement
- Using T-SQL, we can transfer data into a table in a SQL Pool

A mistake that many people make when first exploring dedicated SQL Pools are to
use the service administrator account as the one used for loading data. Instead, it's
better to create specific accounts assigned to different resource classes dependent on
the anticipated task. This will optimize load performance and maintain concurrency as
required by managing the available resource slots available within the dedicated SQL
Pool.

-- Lab - Loading data into a table - COPY Command - CSV

-- Never use the admin account for load operations (keep it only for monitoring and admi
n purposes)
-- Create a seperate user for load operations

-- This has to be run in the master database as we are adding a login and user
CREATE LOGIN user_load WITH PASSWORD = 'Azure@123';

--Here, we are adding a user associated with the login
CREATE USER user_load FOR LOGIN user_load;

GRANT ADMINISTER DATABASE BULK OPERATIONS TO user_load;
GRANT CREATE TABLE TO user_load;

GRANT ALTER ON SCHEMA::dbo TO user_load;
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/* We can create multiple workload groups in order to provision compute resources such t
hat two different tasks such as a user loading data doesn't use the full resource capaci
ty when a user is present to perform some analysis job*/

CREATE WORKLOAD GROUP Dataloads --Workload Isolation
WITH (
MIN_PERCENTAGE_RESOURCE = 80
, CAP_PERCENTAGE_RESOURCE = 100
, REQUEST_MIN_RESOURCE_GRANT_PERCENT = 4 -- factor of 80 (guaranteed more than 20 con
currencies)
)i
--[Max Concurrency] = [CAP_PERCENTAGE_RESOURCE] / [REQUEST_MIN_RESOURCE_GRANT_PERCENT]

CREATE WORKLOAD CLASSIFIER [ELTLogin] --Workload Classification
WITH (

WORKLOAD_GROUP = 'Dataloads'

, MEMBERNAME = 'user_load'

, IMPORTANCE = High -- Workload Importance
)i

-- Drop the external table if it exists
DROP EXTERNAL TABLE logdata

-- Create a normal table
-- Login as the new user and create the table
-- Here I have added more constraints when it comes to the width of the data type

CREATE TABLE [logdatal]

(
[Id] [int],
[Correlationid] [varchar](200) ,
[Operationname] [varchar](200) ,
[Status] [varchar](1600) ,
[Eventcategory] [varchar](160) ,
[Level] [varchar](100) ,
[Time] [datetime] ,
[Subscription] [varchar](200) ,
[Eventinitiatedby] [varchar](16000) ,
[Resourcetype] [varchar](1000) ,
[Resourcegroup] [varchar](1000)

2) Azure Synapse Pipeline

Define pipelines to carry out copying activity
1. Go to the Synapse Studio (web.azuresynapse.net) and click on data
2. Click on the + icon to connect to an external data source

3. Multiple options like Blob storage, Cosmos DB, Data Lake Gen2 etc are
provided. Select the appropriate one, here is Gen2
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4. 1t will open a new linked service page where all the details have to be filled in
and then click on create

5. In order to fetch the data from the external table, we need to provide some
additional access to services which was not required when viewing the data as
admin in the Gen2 storage

6. Go to Access Control inside the Gen2 space, and add a role assignment with
Blob Data Contributor

7. Coming back to Synapse Studio, we will be able to see both dedicated SQL
pool data as well as external data

8. Now we can view all data and run SQL queries for any activity.

9. Since we want to load data, we can right-click on any file where we want to
append/ copy the data and click on New SQL script - Bulk Load

10. Fill'in the required configuration settings and continuing forward, we will have a
SQL query auto-generated that can be used for copying the data

3) Using Polybase to define external tables

Here data from an external table can be copied into internal tables
PolyBase requires the following elements:

1. An external data source that points to the anfss path in ADLS Gen2 where the
Parquet files are located

2. An external file format for Parquet files

3. An external table that defines the schema for the files, as well as the location,
data source, and file format

-- Lab - Loading data using PolyBase
CREATE LOGIN user_load WITH PASSWORD = 'Azure@123';

CREATE USER user_load FOR LOGIN user_load;

GRANT ADMINISTER DATABASE BULK OPERATIONS TO user_load;
GRANT CREATE TABLE TO user_load;

GRANT ALTER ON SCHEMA::dbo TO user_load;

CREATE WORKLOAD GROUP Dataloads

WITH (
MIN_PERCENTAGE_RESOURCE = 100
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, CAP_PERCENTAGE_RESOURCE = 100
, REQUEST_MIN_RESOURCE_GRANT_PERCENT = 100

)i

CREATE WORKLOAD CLASSIFIER [ELTLogin]
WITH (

WORKLOAD_GROUP = 'DatalLoads'

, MEMBERNAME = 'user_load'

)i
-- Here we are following the same process of creating an external table
CREATE MASTER KEY ENCRYPTION BY PASSWORD = 'P@sswOrd@123' ;

-- If you want to see existing database scoped credentials
SELECT * FROM sys.database_scoped_credentials

CREATE DATABASE SCOPED CREDENTIAL AzureStorageCredential
WITH

IDENTITY = 'appdatalake7000',

SECRET = 'VgJnhlUibasTfhSuAxkgIgY97GjRzHLI9VNOPkjD8y+KYz11LSDCT1F6LXlrezAYKL3Mf1buL
dZoJXa/38BXLYA==";

-- If you want to see the external data sources
SELECT * FROM sys.external_data sources

--Step 1
CREATE EXTERNAL DATA SOURCE log data
WITH ( LOCATION = 'abfss://data@appdatalake7000.dfs.core.windows.net"',

CREDENTIAL = AzureStorageCredential,
TYPE = HADOOP

-- If you want to see the external file formats
SELECT * FROM sys.external_file formats

--Step 2
CREATE EXTERNAL FILE FORMAT parquetfile
WITH (
FORMAT_TYPE = PARQUET,
DATA_COMPRESSION = 'org.apache.hadoop.io.compress.SnappyCodec'

);

-- Create the external table as the admin user
--Step 3
CREATE EXTERNAL TABLE [logdata external]
(
[Id] [int] NULL,
[Correlationid] [varchar](200) NULL,
[Operationname] [varchar](200) NULL,
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[Status] [varchar](160) NULL,
[Eventcategory] [varchar](100) NULL,
[Level] [varchar](160) NULL,

[Time] [datetime] NULL,

[Subscription] [varchar](200) NULL,
[Eventinitiatedby] [varchar](16600) NULL,
[Resourcetype] [varchar](1000) NULL,
[Resourcegroup] [varchar](1000) NULL

)

WITH (
LOCATION = '/parquet/',
DATA_SOURCE = log_data,
FILE FORMAT = parquetfile

-- Now create a normal table by selecting all of the data from the external table

CREATE TABLE [logdata]
WITH

(
DISTRIBUTION = ROUND_ROBIN,

CLUSTERED INDEX (id)

)
AS

SELECT ~*
FROM [logdata_external];

%4 Azure Stream Analytics

Cloud-based stream processing engine (PaaS) solution that can
be used to define streaming jobs that ingest data from a
streaming source, apply a perpetual query and write the results
to output.
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Stream Analytics can route job output to many storage systems such as Azure Blob
storage, Azure SQL Database, Azure Data Lake Store, and Azure Cosmos DB. You can
also run batch analytics on stream outputs with Azure Synapse Analytics or HDInsight, or
you can send the output to another service, like Event Hubs for consumption or Power BI

for real-time visualization.

The process of consuming
data streams, analyzing them,
and deriving actionable
insights is called stream
processing. You can
transform streaming data using
the SQL-like Stream
Analytics Query Language to
perform temporal and other
aggregations against a data
stream to gain insights.

What are data streams

Data streams:

In the context of analytics, data
streams are event data generated by
sensors or other sources that can be
analyzed by another technology

Data stream processing
approach:

There are two approaches. Reference
data is streaming data that can be
collected over time and persisted in
storage as static data. In contrast,
streaming data have relatively low
storage requirements. And run
computations in sliding windows

Data streams are used to:

Analyze data:
Continuously
analyze data to
detect issues and
understand or
respond to them

Create a Stream Analytics job (link)

A Stream Analytics job is the fundamental unit in Stream Analytics that allows you to
define and run your stream processing logic. A job consists of 3 main components:

1) Input
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A job can have one or more inputs to continuously read data from. These streaming input
data sources could be Azure Event Hubs, Azure 10T Hub or Azure Storage. Stream
Analytics also supports reading static or slow-changing input data (called reference data)
which is often used to enrich streaming data and perform correlation and lookups.

Dynamic schema handling is a powerful feature, and key to stream processing. Data
streams often contain data from multiple sources, with multiple event types, each with
a unique schema. To route, filter, and process events on such streams, ASA has to

ingest them all whatever their schema.

"deviceld”: 100,

*readingTimestamp®: "12/20/2021 1:08:37 PM",

"temperatureC”: 27.2,

“speedRPM™: 1250

Devices vl

legacy devices, static schema

A
A — loT Hub

& message broker

_

Devices v2

new devices, acoptable schema
® 9
e
o

{
"schemaVersion™; "2.0.18",
“deviceld": "ar-ft-101",

"read 'Lll_gl imestamp®: *2021-12-20T12:05:00.00000002",

“readings":[
"k 19,"v": "27.8"},
f"k": 11,"v": "134@"},
{"k": 12.%v": *35"}
]
}

Azure
ASA Job SQL Database

SEFEam processor lang term storage

Destination table : Device_Readings

Device Device Reading Temperature | Speed
Id Version Timeastamp Celslus RPM
2021-12-20
100 1 12:02:37 27.2 1350 {mull)

2021-12-20
ar-ft-101 2 17:05:00 7.3 1340 36

But the capabilities offered by dynamic schema handling come with a potential
downside. Unexpected events can flow through the main query logic and break it. As
an example, we can use ROUND on a field of type wvarchar(uax) . ASA will implicitly
cast it to float to match the signature of rouno . Here we expect, or hope, this field will
always contain numeric values. But when we do receive an event with the field set
to "nanv, or if the field is entirely missing, then the job may fail.

2) Output

A job can have one or more outputs to continuously write data to.

When you design your Stream Analytics query, refer to the name of the output by using
the INTO clause. You can use a single output per job, or multiple outputs per streaming
job (if you need them) by adding multiple INTO clauses to the query.
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Stream Analytics supports partitions for all outputs except for Power Bl. Additionally,
for more advanced tuning of the partitions, the number of output writers can be
controlled using an 1nto <partition count> clause in your query, which can be helpful in
achieving a desired job topology.

WITH Stepl AS (
SELECT *
FROM input
PARTITION BY Deviceld
INTO 10

)

SELECT * INTO [output] FROM Stepl PARTITION BY Deviceld

3) Query

The rich SQL like language support allows you to tackle scenarios such as parsing
complex JSON, filtering values, computing aggregates, performing joins, and even more
advanced use cases such as geospatial analytics and anomaly detection. We can also
extend this SQL language with JavaScript or C# user-defined functions (UDF) and
JavaScript user-defined-aggregates (UDA).

%4 Create a Stream Analytics cluster

A Stream Analytics cluster is a single-tenant deployment that can be used for complex
and demanding streaming use cases. You can run multiple Stream Analytics jobs on a
Stream Analytics cluster.

By default, Stream Analytics jobs run in the Standard multi-tenant environment which
forms the Standard SKU. Stream Analytics also provides a Dedicated SKU where you
can provision an entire Stream Analytics cluster that belongs to you.

Streaming Unit Capacity are available from 36 SUs through 396 SUs (36, 72, 108...).
We need to determine the size of the cluster by estimating how many Stream Analytics
job we plan to run and the total SUs the job will require. We can scale up or down as
required. (36 SUs mean approximately 36 MB/second throughput with millisecond
latency).

%4 Understand and Adjust Streaming Units (SUs)
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Streaming Units (SUs) represent the computing resources that
are allocated to execute a Stream Analytics job. The higher the
number of SUs, the more CPU and memory resources are
allocated for your job.

To achieve low latency stream processing, Azure Stream Analytics jobs perform all
processing in-memory. When running out of memory, the streaming job fails. The SU %
utilization metric describes the memory consumption of your workload.

One of the unique capability of Azure Stream Analytics job is to perform stateful
processing, such as windowed aggregates, temporal joins, and temporal analytic
functions. Each of these operators keeps state information.

The temporal window concept appears in several Stream Analytics query elements. The
following factors influence the memory used (part of streaming units metric)

1. Windowed aggregates: crour ey of Tumbling, Hopping, and Sliding windows

The memory consumed (state size) for a windowed aggregate isn't always directly
proportional to the window size. Instead, the memory consumed is proportional to the
cardinality of the data, or the number of groups in each time window. We can use
GROUP BY clause to reduce cardinality.

SELECT count(*)
FROM input PARTITION BY PartitionId
GROUP BY PartitionId, clusterid, TumblingWindow (minutes, 5)

2. Temporal joins: Jjorn with patenirr function

The memory consumed (state size) of a temporal join is proportional to the number of
events in the temporal wiggle room of the join, which is event input rate multiplied by
the wiggle room size. For reading more about this, click here

3. Temporal analytic functions: 1srirst, torone, LasT, and tac with LIMIT
DURATION

The memory consumed (state size) of a temporal analytic function is proportional to
the event rate multiply by the duration. The memory consumed by analytic functions
isn't proportional to the window size, but rather partition count in each time window.
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[Y4 Windowing Functions

Windowing functions are operations performed against the data
contained within a temporal or time-boxed window. A window
contains event data along a timeline. Using windowing provides
a way to aggregate events over various time intervals
depending on specific window definitions.

Stream Analytics has native support for windowing functions. There are five kinds of
temporal windows to choose from: Tumbling, Hopping, Sliding, Session, and
Snapshot windows. You use the window functions in the GROUP BY clause of the query
syntax in your Stream Analytics jobs. You can also aggregate events over multiple
windows using the Windows() function.

4 = Window 1 *4 - Window 2 - ** Window 3 e
° o 0 Q @ [ime
tl 2 13 t4 t5 t6
Aggregate : 1
Function (Sum) v v
Output Events

1) Tumbling window

Tumbling window functions are used to
segment a data stream into distinct
time segments and perform a function

against them, such as in the example e L

e ° S ° @»lime
below. The key differentiators of a ECiiCE e
Tumbling window are that they repeat, do “IIIII
not overlap, and an event cannot belong SELECT TimeZone, COUNT(*) AS Count

FROM TwitterStream TIMESTAMP BY CreatedAt

to more than one tumbling window. : TANMP
GROUP BY TimeZone, TumblingWindow(second,10)
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By default, windows are inclusive of the end of the window and exclusive of the
beginning. However, you can use the parameter to change this behavior.

¥ Complex Code Example

--Example of a query using tumbling windows

/*The query averages the engine temperature and speed over a two-second duration by add

ing TumblingWindow(Duration(second, 2)) to the query's GROUP BY clause. Then it selects

all telemetry data, including the average values from the previous step, and specifies
the anomalies as new fields

The query outputs all fields from the anomalies step into the powerBIAlerts output wher

e aggressivedriving = 1 or enginetempanomaly = 1 or oilanomaly = 1 for reporting. The q

uery also aggregates the average engine temperature and speed of all vehicles over the
past two minutes, using TumblingWindow(Duration(minute, 2)), and outputs these fields
to the synapse output.*/

WITH Averages AS (
SELECT
AVG(engineTemperature) averageEngineTemperature,
AVG(speed) averageSpeed
FROM
eventhub TIMESTAMP BY [timestamp]
GROUP BY
TumblingWindow(Duration(second, 2))
)
Anomalies AS (
select
t.vin,
.[timestamp],
.engineTemperature,
.averageEngineTemperature,
.averageSpeed,
.engineoil,
.accelerator_pedal_position,
.brake_pedal_status,
.transmission_gear_position,
(CASE WHEN a.averageEngineTemperature >= 405 OR a.averageEngineTemperature <= 1
5 THEN 1 ELSE @ END) AS enginetempanomaly,
(CASE WHEN t.engineoil <= 1 THEN 1 ELSE © END) AS oilanomaly,
(CASE WHEN (t.transmission_gear_position = 'first' OR
.transmission_gear_position = 'second' OR
.transmission_gear_position = 'third') AND
.brake_pedal_status = 1 AND
.accelerator_pedal_position >= 90 AND
a.averageSpeed >= 55 THEN 1 ELSE @ END) AS aggressivedriving
FROM eventhub t TIMESTAMP BY [timestamp]
INNER JOIN Averages a ON DATEDIFF(second, t, a) BETWEEN O And 2

tot ottt D @ ot

I e

)
VehicleAverages AS (
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SELECT

AVG(engineTemperature) averageEngineTemperature,

AVG(speed) averageSpeed,
System.TimeStamp() AS snapshot
FROM

eventhub TIMESTAMP BY [timestamp]

GROUP BY

TumblingWindow(Duration(minute, 2))

)

-- INSERT INTO POWER BI
SELECT
*
INTO
powerBIAlerts
FROM
Anomalies

WHERE aggressivedriving = 1 OR enginetempanomaly = 1 OR oilanomaly = 1

-- INSERT INTO SYNAPSE ANALYTICS
SELECT
*
INTO
synapse
FROM
VehicleAverages

2) Hopping window

Hopping window functions hop forward in

time by a fixed period. It may be easy to
think of them as Tumbling windows that
can overlap. Events can belong to more
than one Hopping window result set.

The windowsize is 10 seconds, and
the hopsize IS 5 seconds

3) Sliding window

Sliding windows, unlike Tumbling or
Hopping windows, output events only
for points in time when the content of
the window actually changes. In other
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SELECT Topic, COUNT(*) AS TotalTweets
FROM TwitterStream TIMESTAMP BY CreatedAt

GROUP BY Topic, HoppingWindow(second, 16 ,

5)
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words, when an event enters or exits the

window. So, every window has at least s 3 ¢ 2 2 3

(second]

all tweets on the diagram i i
one event- belong to the same topic e

[ mE o R
I H ‘=——H 3)

P
SELECT Topic, COUNT(*) i i e
FROM TwitterStream TIMESTAMP BY CreatedAt

GROUP BY Topic, SlidingWindow(second, 10)

HAVING COUNT(*) >= 3

4) Session window

Session window cluster
together events that arrive at

Tell me the count of essi I ith 5 seconds timeout, 10 se

s of . TS o o P Py > Py Time

similar times, filtering out each other Ca= I N-- B fecond
periods of time where there is (oo =
no data SELECT System.Timestamp() as WindowEnd, Topic, COUNT(*)

FROM TwitterStream TIMESTAMP BY CreatedAt
GROUP BY Topic, SessionWindow(second, 5, 10)

The following query measures user session length by creating a sessionwindow Over
clickstream data with a timeoutsize Of 5 seconds and a maximumdurationsize Of 10 seconds

A session window begins when the first event occurs. If another event occurs within the
specified timeout from the last ingested event, then the window extends to include the
new event. Otherwise, if no events occur within the timeout, then the window is closed at
the timeout.

If events keep occurring within the specified timeout, the session window will keep
extending until the maximum duration is reached. The maximum duration checking
intervals are set to be the same size as the specified max duration. For example, if the
max duration is 10, then the checks on if the window exceeds the maximum duration will
happen att =0, 10, 20, 30, etc.

When a partition key is provided, the events are grouped together by the key and the
session window is applied to each group independently. This partitioning is useful for
cases where you need different session windows for different users or devices.

¥ Code Example with partition by

-- Output the count of events that occur within 2 minutes of each other with a maximum
duration of 60 minutes.
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SELECT
Username,
MIN(ClickTime) AS WindowStart,
System.Timestamp() AS WindowEnd,
DATEDIFF(s, MIN(ClickTime), System.Timestamp()) AS DurationInSeconds

FROM Clickstream TIMESTAMP BY ClickTime

GROUP BY Username, SessionWindow(minute, 2, 60) OVER (PARTITION BY Username)

5) Snapshot window

Snapshot windows group events that have the same timestamp. Unlike other windowing
types, which require a specific window function, you can apply a snapshot window by

adding system.Timestanp() to the GROUP BY clause.

Give me the count of
tweets with the same

topic type that occur
at exactly the same
time

25

30

0 5 10 15 20
e — @ L4 T * A ® ® ® >

SELECT System.Timestamp() as WindowEnd, Topic, COUNT(*)
FROM TwitterStream TIMESTAMP BY CreatedAt
GROUP BY Topic, System.Timestamp()

[Y4d Monitoring Performance + Metrics
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@ Tags
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& Inputs
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53 Event ordering

@ Eror policy
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«

Snapshot Window

* Time
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[> Stat [ Stop [i] Delete —> Move v () Refresh () Share feedback
(@ Running
~ Essentials View Cost JSON View
Resource group (move) : xujxasarg Created Wednesday, May 18, 2022 341 PM
Location West US 2 Started Monday, June 27, 2022 9:22 AM
Status + Running Output watermark  : Tuesday, June 28, 2022 342 PM
Subscription (move) Cluster Shared
Subscription ID Hosting environment : Cloud
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Key metrics See all metrics
Show data for : Last 24 hours
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Some of the important metrics:

SU% Utilization

Percentage of memory that your job utilizes. If this metric is consistently over 80 percent,
the watermark delay is rising, and the number of backlogged events is rising, consider
increasing streaming units (SUs) and/or scale with query parallelization.

Runtime Error

The total number of errors related to query processing. Examine the activity or resource
logs and make appropriate changes to the inputs, query, or outputs.

Watermark delay (Important)

This metric is aimed towards providing a reliable signal of job health which is agnostic to
input and output patterns of the job.

Modern stream processing systems differentiate between event time also referred to as
application time, and arrival time. event T1ve is the time generated by the producer of the
event and typically contained in the event data as one of the columns. arrzvaL T1vE IS the
time when the event was received by the event ingestion layer, for example, when the
event reaches Event Hubs.

Most applications prefer to use event time as it excludes possible delays associated with
transferring and processing of events. In-Stream Analytics, you can use the tivestame By
clause to specify what value should be used as event time.

For example, when Stream Analytics reports a certain watermark value at the output, it
guarantees that all events prior to this timestamp were already computed. Watermark can
be used as an indicator of liveliness for the data produced by the job. If the delay between
the current time and the watermark is small, it means the job is keeping up with the
incoming data and produces results defined by the query on time.

Below we show an illustration of this concept using a simple example of a passthrough
query:
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Simple case: no time window, late arrival and out-of-order policy set to 10 seconds
SELECT *

FROM input TIMESTAMP BY eventTime

Events Stream Ingestion Stream processing
0 L o "1
E # =g= or I'_’./‘. - @} - Output
Upload, Bl
Trangniiassion Event Hubs loT Hub
| Timeline (“wall clock”
| | |+ Timeline )
Event Time: Arrival Time (EnqueuedTime):

Time when processed event is outputted:
12:01:06

12:01:00 12:01:05

|
Output Watermark Delay = 12:01:06 — 12:01:00 = 6 seconds

Available metrics
Charttype  Time range

Start End
Line ~ Custom (Absolute) v 2016-08 21@ ‘ 31434 AM | ‘ 2018-08 21@| 4:14:34 AM

| 57 Pinto dashboard
You can only select metrics of the
same unit (seconds)

W | Watermark Delay 3115 AM 330 AM 3:45 AM 405 AM
Watermark Delav @

6s

This value represents the maximum watermark delay across all partitions of all
outputs in the job.

Input deserialization error

The number of input events that couldn't be deserialized. Examine the activity or resource
logs and make appropriate changes to the input

Backlogged Input events
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The number of input events that are backlogged. A nonzero value for this metric implies
that your job can't keep up with the number of incoming events. If this value is slowly
increasing or is consistently nonzero, you should scale out your job.

"4 Azure Event Hub

Azure Event Hubs is a big data streaming platform and event
ingestion service. It can receive and process millions of events
per second. Data sent to an event hub can be transformed and
stored by using any real-time analytics provider or
batching/storage adapters. It can also be configured to scale
dynamically, when required, to handle increased throughput.

Event Hubs is one of three types of message brokers available on Azure. Message
brokers act as intermediaries between event producers, such as mobile phone apps, and
event consumers, like dashboards or data processing pipelines.

Event processing

The process of consuming data streams, analyzing them, and deriving actionable
insights out of them is called Event Processing and has three distinct components:

Event Examples include sensors or processes that generate data continuously such
producer as a heart rate monitor or a highway toll lane sensor

An engine to consume event data streams and deriving insights from them.
Event Depending on the problem space, event processors either process one
processor incoming event at a time (such as a heart rate monitor) or process multiple
events at a time (such as a highway toll lane sensor)

An application which consumes the data and takes specific action based on
the insights. Examples of event consumers include alert generation,
dashboards, or even sending data to another event processing engine

Event
consumer

Live Data Processing should be able to ingest high volumes of data, process these data using sufficient
processing power, and generate output data in real-time that will get stored in storage with high
bandwidth
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» An entity that sends data to your event hub is called a publisher or producer

e An entity that reads data from an event hub is called a consumer, or a subscriber.
Each consumer group can independently seek and read data, from each patrtition, at
their own pace.

e An event is a small packet of information (a datagram) that contains a notification.
Events can be published individually or in batches, but a single publication can’t

exceed 1 MB.
M ]
-5 %}—r [ [—
Publishers ——4%——* —  vesse——p  Subscribers
— g »
%{;__: bl ———————— vo0000 —
Events Event Hub Data streams

Event publishers are any app or device that can send out events using either HTTPS,
Advanced Message Queuing Protocol (AMQP) 1.0, or Apache Kafka.

e For publishers that send data frequently, AMQP has better performance. (More
reading)

o For more intermittent publishing, HTTPS is the better option.

R Consumer
Azure Event Hubs group 1 Event
E Receivers
‘—
Event |||||I Partiton1 B -
Producers =T +
AEEEEEN +-— —
S HTTPS ||||I|| Partion2 o
EEEEEEE Q <
EEEEEER
mEEEEEs | Ml partitions BT )
EEEEEER 1L N — a
I e — D
I“l“l Partitond T d
-—
Consumer
group 2

Temporal Decoupling
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The temporal decoupling provided by message brokers means that the event producer
and event consumers don’t need to run concurrently.

Load Balancing

Event Hubs is able to handle sudden influxes of traffic than a directly coupled consumer
that needs to spend time processing each message. As consumers pull data at their own
rate, they avoid being overloaded at any given moment and can process any backlog
during moments of lower traffic

Partition

A partition is an ordered sequence of events that are held in an Event Hub Partitions can
be used to divide or prioritize work and ensure that certain types of data are physically
stored together for ease of processing and backup.

Auto-Inflate automatically scales the number of Throughput Units assigned to your
Standard Tier Event Hubs Namespace when your traffic exceeds the capacity of the
Throughput Units assigned to it. You can specify a limit to which the Namespace will
automatically scale.

Checkpointing

It is a process by which readers mark or commit their position within a partition event
sequence. Checkpointing is the responsibility of the consumer and occurs on a per-
partition basis within a consumer group.

Qy Pull Model

Event Hubs guarantees message caching, but the responsibility for
reading that cache falls to the consumer application. This makes it the
responsibility of the consumer(s) to ensure data are processed before they
expire. This provides flexibility but also can mean that messages are lost in
exceptional circumstances.

[%4 Create and configure an event hub

There are two main steps to creating a new event hub.
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1. The first step is to define the Event Hubs namespace. An Event Hubs namespace is
a container for managing one or more event hubs.

2. The second step is to create an event hub in that namespace. The following
parameters are required to create an event hub:

¢ Event hub name - Event hub name that is unique within your subscription

« Partition count - The number of partitions required in an event hub (between 2
and 32 for the standard tier). The partition count should be directly related to the
expected number of concurrent consumers and can't be changed after the hub
has been created. If not defined, the value defaults to 4.

o Message retention - The number of days (1 to 7 for the standard tier) that
messages will remain available if the data stream needs to be replayed for any
reason. If not defined, this value defaults to 7. For Event
Hubs Premium and Dedicated, the maximum retention period is 90 days.
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Create Event Hub
Event Hubs
Capture Details

Azure Event Hubs Capture enables you to automatically deliver the streaming data in Event Hubs to an Azure
Blob storage or Azure Data Lake Store account of your choice, with the added flexibility of specifying a time or
size interval. Setting up Capture is fast, there are no administrative costs to run it, and it scales automatically
with Event Hubs throughput units. Event Hubs Capture is the easiest way to load streaming data into Azure, and
enables you to focus on data processing rather than on data capture. Learn more about capture.

Capture

@ Note: Enabling Capture will result in additional charges to this
account. Learn more about our pricing.

Time window (minutes) O

Size window (MB) O 300

[ ] Do not emit empty files when no events occur during the
Capture time window

Capture Provider ‘ Azure Storage Account v ‘

Azure Storage Container * ‘ ‘

Select Container

Storage Account | |

Sample Capture file name formats ‘ {Namespace}/{EventHub}/{Partitionld}/{Year}/{Month}/{Day}/{H... ~ ‘

Capture file name format © ‘ {Namespace}/{EventHub}/{Partitionld}/{Year}/{Month}/{Day}/{Hour}... ‘

[Y4 Monitor Performance
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| N | « == Consumergroup [ Delets
Resource group (changs) Status Location Subscription (changs)
[ ehtestrg Active UK West Free Trial
= Overview
Subscription 1D Narnespace Created Updated
N ehntest?s Monday, 16 July 2018 Monday, 16 July 2018
il Access control (IAM)
3 Diagnose and solve problems
EVENT HUB CONTENTS EVENT HUB STATUS MESSAGE RETENTION Show metrics data for the 1hour [EENTS ‘ 12 hours ‘ 1day ‘ 7 days ‘
last:
1 consumer erour ACTIVE 7 oars 30 days
s
Shared access policies Requests Messages Throughput
m B 110 -
1! Properties 10 1568
o0 100
156kB
& Locks @ %
o 1.4k8
0 20
2 Automation seript - 2
g !
50 60 kB
ENTITIES s0 50 8008
— p 40
A= Consumer groups - 6008
0 30
4008
20 20
FEATURES w0 I 2008
@ Copt o ° 8
eplure 1048 11:00 1115 1130 10:48 11:00 REH 1130 1045 1100 1118 1130
INCOMING REQUESTS... | successFuLReques. || SERVER ERRORS INCOMING MEssaGes. | OUTGOING MessaGes. || caPTURED MEs INCOMING BYTES. (- OUTGOING BYTES. (- CAPTURED BYTE
EHNTEST7E EHNTEST?S EHNTESTTE e EHNTESTTB EHNTESTTE EHNTESTTE EHNTESTTS EHNTESITS
SUPPORT + TROUBLESHOOTING
121 121 -- 100 100 -- 1.69%e 1.69e -
New support request
2 <]
NAME LOCATION
$Default UK West

The Overview pane for your Event Hub service shows message counts, which represent the data

(events) received and sent by the event hub.

Useful metrics available in Event Hubs include:

o Throttled Requests: The number of throttled requests because the throughput

exceeded unit usage.

* ActiveConnections: The number of active connections on a namespace or Event

Hub.

* Incoming/Outgoing Bytes: The number of bytes sent to/received from the Event

Hubs service over a specified period.
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L2 Search (Ctrl+/) & —+ Mew chart f) Refresh |& Share “° Q.) Feedback Local Time: Last 24 hours (Automatic)
35 Overview = . ~ . :
~ Add metric ¥ A |&= Line chart ~ - Save to dashboard™  ---
E Activity log
o Access control (AM) f Scope Metric Namespace  Metric  Aggregation ) 0\'
i’- ehubns-5001 Event Hub standard me... ™ || Select metric i - /
@ Tags - - p -
£ Diagnoese and solve problems 10 Failed Requests (Deprecated)
Events B Incoming bytes (Deprecated)
Incoming bytes (obsolete) (Deprecated)
Settings o
9 » % Incoming Bytes .
Shared access policies 2% Incoming Messages I
4 Seale Incoming Messages (Deprecated)
Maccan henalatal f o
®  Geo-Recovery 60 Select a metric above to see data appear on this chart or learn more below:
“3 MNetworking o 5
aad o
|C| Encryption .
Filter + Split o Plot multiple metries @ Build custom o
3= Properties 20 dashbeard )
== Trepem Apply filters and splits to Create charts with multiple aeenres
& Locks identify outlying segments metrics and resources Pin charts to your dashboards
Entities
Z Event Hubs
= Schema Registry 10
Monitoring
UTC-06:00
R Alerts
fid Metrics

Azure Monitor

Centralized management and consolidated monitoring of all
azure resources. Azure Monitor groups together other services
like Metrics, Alerts, Activity Log, etc
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Application
Infrastructure
Azure Platform

Custom Sources

Data Sources

Metrics

@ Azure Monitor

Metrics

Changes

Data Platform

Metrics are numerical values that
describe some aspect of a system at

a particular point in time.

Logs

Logs are events that occurred within
the system. They can contain
different kinds of data and may be
structured or free-form text with a

timestamp.

Traces
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Traces are a series of related events that follow a user request. They can be used to
determine the behavior of application code and the performance of different transactions.

While logs will often be created by individual components of a distributed system, a trace
measures the operation and performance of your application across the entire set of
components.

Changes

Changes are a series of events that occur in your Azure application and resources.

Monitoring & Analytics Vv + Newdashboard 7 Uplosd ¥ Download ~  Edit Qi Unshare " Fullscreen P Clone [ Delete

o Add filter
Application Edit Security Edit
Total of Failed requests by Operation name Users Antimalware Azsezsment
CONTOSORETAILWEB CONTOSORETAILWEB - USERS - 3 DAYS
4K Active Threats
OPERATION ... TOTAL % TOTAL i | Security Center 0
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ceTcust.. [N ::; 75.4% * IIIIIlI"l“IlIIIIIIIII 14.1¢ | | Showing subscription 'MSDIX SCOM' @ ZEn'ed ated Threats
ALY UNITED KINGDOM
GET Servi.. ] 29 77% ok n I 4,58« I Insufficient Protection
30 ul 3 August 0
P o P goni e Availability test sum... System Update Assessment Azure Network Security Group Analytics
CONTOSORETAILWER
who Bt dpe A An stz | o
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e 20M
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PP canier scaprions ana Depensaney taures W7 sverage processer ana process cou usizaton .
rrrrr .
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. .
A NS A .
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0| edulaiuiilonk
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DU | W o Service Map Network Performance Monitor
- AvaLABILTY
oS, | pomos s reocesoRTvE. | oS v 97 2
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Ay (Last 30 min) Netwark Monitoring Requires Attention
Application map vovs A e Stream 1= 04
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CONTOSORETAILWE - LAST 24 HOURS
N . R of 14 Service Connectivity Tests Unhealthy

Azure Dashboards allows combining different kinds of data
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